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In response to the challenges of weak fault characteristics and complex and variable working conditions of roll-ing
bearings in strong noise environments, a diagnostic methodology is proposed. This method integrates a multi-scale
residual neural network (MResNet) and a long short-term memory (LSTM) neural network to achieve fault diagno-
sis of bearings under both constant and variable rotational speed working conditions. First, complete an ensemble
empirical mode decomposition with adaptive noise (CEEMDAN) that is applied for vibration signal denoising.
Secondly, a dropout layer is introduced between multi-scale residual blocks to prevent net-work overfitting, and
the powerful time series information capture ability of LSTM is combined to improve di-agnostic accuracy. Fi-
nally, experimental verification is conducted using constant and variable speed bearing data sets. The results show
that the proposed approach maintains strong diagnostic capabilities when the rotat-ing speed conditions change,
and the signal is heavily polluted by noise.

1. INTRODUCTION

Rolling bearings are fundamental components in mechan-
ical systems. In the application fields of rail transit, aero-
space, etc., the operational circumstances of bearings are in-
tricate and subject to variations, which makes them become
fault-prone parts. If mechanical faults cannot be diagnosed in
a timely manner, it could cause unpredictable damage to hu-
man safety.1 Therefore, applying fault diagnosis with rolling
bearings holds significant practical importance for safeguard-
ing lives and property, as well as the efficiency of mechani-
cal equipment.2 In the actual production process, rolling bear-
ings have two operating conditions: constant speed and vari-
able speed. The feature extraction and fault classification are
pivotal aspects of bearing fault diagnosis methods that rely on
the analysis of vibration signals. The mainstream feature ex-
traction methods, such as wavelet transform,3 empirical mode
decomposition4, and short time Fourier transform,5 rely more
on expertise. Traditional classifiers, such as support vector ma-
chines,6 and artificial neural networks,7 have low fault recog-
nition rates due to their shallow network structure. In addition,
the changes in bearing speed make the collected signal sources
exhibit significant non-stationary characteristics, making it dif-
ficult for traditional bearing fault diagnosis methods to identify
fault types. For variable speed problems, signal processing
tech-niques are used in detecting faults in variable speed sit-

uations.8–11 The Computed Order Track (COT) method, which
resamples a variable-speed vibration signal into a smooth sig-
nal in the angular domain, is a commonly used method for
processing variable-speed signals.12

In recent years, Convolutional Neural Networks (CNNs)
have garnered significant favor among scholars in the field of
fault diagnosis. In 2016, CNN began to be used for bearing
fault diagnosis.13 Zhang et al.14 proposed a convolutional neu-
ral network with training interference (TICNN) to solve the
problem of machine workload changes and noise in the real
industrial environment. Shallow CNN networks may not be
able to capture complex features and patterns, and the stack-
ing of layers in CNN networks can cause gradient vanishing
or exploding problems. Therefore, Zhao et al.15 utilizes a
deep residual contraction network to address the issues of gra-
dient vanishing or exploding in deep networks. By inserting
soft thresholds into the deep architecture, noise related features
are eliminated, and strong background noise fault diagnosis is
achieved. Zhi et al.16 suppressed the noise in the sensor data by
combining the wavelet region correlation threshold, extracted
the data features using CNN, and combined with the powerful
time series data processing capability of LSTM to achieve a
harmonic reducer fault detection.

Bearing vibration signals can represent different features at
different time scales, and using multi-scale networks can cap-
ture features of different scales and frequencies.17 Pan et al.18
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proposed a novel deep learning network capa-ble of adaptively
learning features from raw mechanical data, eliminating the
need for prior domain knowledge. Zhao et al.19 used the multi-
scale module with an attention mechanism to build a shared
feature generator, and formed a deep multi-scale adversary
neural network with a differential discriminator, and verified
that the network has excellent diagnostic performance. Wang
et al.20 proposed an innovative approach to fuse multi-modal
sensor signals and applied 1D CNN to extract features from
raw vibration signals and acoustic signals which subsequently
enhanced the precision of bearing fault diagnosis through fea-
ture fusion. Huang et al.17 added the channel attention mech-
anism to the multi-scale CNN, and extracted the multi-scale
information of the signal through the maximum and average
pooling layers to achieve bearing fault diagnosis under noise
environment and different operating speeds. Liu et al.21 com-
bined sparse wavelet decomposition with multi-scale neural
networks, significantly improving diagnostic accuracy. Qi et
al.22 combined EMD and multi-scale CNN, and re-extracted
rich complementary features using the pyramid pool module
for bearing fault label assessment.

The above CNN model has achieved good diagnostic results
in bearing fault diagnosis, but it is only applicable to the con-
dition of constant bearing speed and cannot achieve bearing
fault diagnosis under changing speed conditions. In reality, the
operating environment of mechanical equipment can also be
mixed with a large amount of noise, thereby reducing the preci-
sion of fault diagnosis. To address the aforementioned issues,
this paper presents a fault diagnosis methodology that com-
bines a Multi-Scale Residual Network with LSTM (MResNet-
LSTM). This method performs angular domain transformation
on the vibration signal of variable speed bearings through COT,
denoises the fault signal using CEEMDAN, and discards some
redundant information in the network by introducing a dropout
layer between residual blocks to prevent overfitting and im-
prove diagnostic efficiency. It utilizes convolutional kernels of
different sizes to extract richer features and use residual struc-
tures to solve the problem of gradient explosion in the model.
The method proposed in this paper enables adaptive feature
extraction and end-to-end diagnosis of rolling bearings under
constant and variable speed operating conditions in the pres-
ence of noise interference.

2. BASIC PRINCIPLES

2.1. Long Short-Term Memory Network
(LSMN)

LSTM is a special Recurrent Neural Network (RNN) cir-
culatory structure, originally introduced by Hochreiter and
Schmidhuber in the late 1990s.23 LSTM mainly solves the
long-term dependency problem of RNN, including forgetting
gates, input gates, and output gates. The structural schematic
diagram is shown in Fig. 1.

2.2. The Basic Principles Of CEEMDAN
CEEMDAN24 is proposed on the basis of Set Empirical

Mode Decomposition (EEMD), which effectively solves the
modal aliasing phenomenon in EEMD. The steps for CEEM-
DAN are as follows:

Figure 1. Structure Diagram of LSTM.

Step 1: Introduce Gaussian white noise δi(t) with a normal
distribution into the signal x(t) that is to be decom-posed, and
construct N times of sequence to be decomposed xi(t). Where
i = 1, 2, 3, . . . , N .

xi(t) = x(t) + εδi(t). (1)

Step 2: Perform EMD decomposition on the above se-
quence, take the first mode for mean calculation, and obtain
the first order modal component of CEEMDAN.

IMF1 =
1

N

N∑
i=1

IMF i
1(t). (2)

Calculate the first residual component.

r1(t) = x(t)− IMF1(t). (3)

Step 3: Introduce Gaussian white noise to r1(t) and
apply EMD decomposition to the new signal rj−1(t) +
εj−1Ej−1(δi(t)) to extract the second-order modal component
in CEEMDAN.

IMF2(t) =
1

N

N∑
i=1

E1(r1(t) + ε1E1(δi(t))). (4)

Calculate the second residual component.

r2(t) = r1(t)− IMF2(t); (5)

Step 4: Repeat step 3 to obtain the jth modal component.

IMFj(t) =
1

N

N∑
i=1

E1(rj−1(t) + εj−1Ej−1(δi(t))). (6)

rj(t) = rj−1(t)− IMFj(t). (7)

Step 5: When the residual component rn(t) is a monotonic
signal, the iteration stops and the decomposition of the CEEM-
DAN algorithm ends.

2.3. CEEMDAN Denoising Process
This article uses the CEEMDAN denoising flowchart as

shown in Fig. 2. The signal with noise is decomposed in-to
multiple IMF components through CEEMDAN. Subsequently,
the autocorrelation coefficients of each component are calcu-
lated. Components with autocorrelation coefficients greater
than 0.2 are reconstructed.
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Figure 2. Noise Removal Flow Chart of CEEMDAN.

2.4. Computed Order Track
Computed order track assumes that its reference axis has a

constant speed for a period of time. The angle θ of the axis can
be described by the following quadratic equation:

θ(t) = b0 + b1t+ b2t
2. (8)

The coefficients b0, b1 and b2 in the formula are the coefficients
to be solved, which are determined by fitting the arrival time
(t1, t2, t3) of three consecutive key phasors and the axial angle
change value ∆ϕ.

The following equation system can be established:
θ(t1) = 0

θ(t2) = ∆ϕ

θ(t3) = 2∆ϕ

. (9)

Substituting Eq. (9) into Eq. (8) yields: 0
∆ϕ
2∆ϕ

 =

1 t1 t21
1 t2 t22
1 t3 t23

b0
b1
b2

 . (10)

Once the coefficients b0, b1 and b2 Confirm to obtain:

t =
1

2b2
[
√
4b2(θ − b0) + b21 − b1]. (11)

Once the time of resampling is determined, the correspond-
ing amplitude of the signal can be calculated by cubic spline
interpolation.

3. FAULT DIAGNOSIS MODEL BASED ON
MRESNET-LSTM

3.1. Improving Residual Structure
The traditional residual structure, as shown in Fig. 3 (a), is

prone to overfitting when the network is stacked with too many
layers. The ResNet structure is shown in Fig. 3 (b), a dropout
layer is introduced between residual blocks to alleviate overfit-
ting. Each residual block includes three convolutional layers,

(a) Traditional Residual structure.

(b) Improved Residual Structure.

Figure 3. Structure Diagram of Improved ResNet.

BN layers, and activation layers, Utiliz-ing Elu as the activa-
tion function. Compared with relu, the output mean value of
Elu approximates zero and offers a faster rate of convergence.

Elu(x) =

{
x, x > 0

α(ex − 1), x ≤ 0

}
. (12)

3.2. MResNet-LSTM Model
In order to extract deep feature information of different

scales from the original vibration signal and prevent gradi-ent
vanishing due to the increase of network layers. This article
combines the powerful feature extraction ability of multi-scale
ResNet and the advantages of LSTM in capturing temporal in-
formation of fault occurrence and proposes MResNet-LSTM.
The structure diagram of MResNet-LSTM is shown in Fig. 4.
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Figure 4. Structure Diagram of MResNet-LSTM.

The network structure includes an initial convolutional layer,
a pooling layer, an MResNet layer, a pooling layer, a feature
fusion layer, an LSTM layer, an unfolding layer, a fully con-
nected layer, a dropout layer, and a classification layer.

3.3. MResNet-LSTM Fault Diagnosis
Process

In response to loud noises in the working environment of
rotating machinery, the collected vibration signals of rolling
bearings mix with the loud noise and the feature extraction is
not sufficient resulting in proposing a MResNet-LSTM net-
work for rolling bearing fault diagnosis. Figure 5 shows the
fault diagnosis flowchart. The fault diagnosis process based on
MResNet-LSTM is as follows:

1. For bearing vibration signals during constant-speed op-
eration, to simulate the real-work environment, Gaussian
white noise is added to vibration signal, followed by de-
noising using CEEMDAN.

2. For bearing vibration signals under variable speed con-
ditions, Gaussian white noise was added to the vibration
signals in order to simulate the actual operating environ-
ment. The vibration signal is resampled into angular do-
main signals using COT and then denoised using CEEM-
DAN for diagonal domain signals.

3. Divide the denoised signal into a training set, a validation
set, and a testing set, and then perform unique hot coding
labeling processing.

4. The training set trains the neural network, extracts feature
information from the model, and learns fault features.

5. The validation set is used to fine tune model parameters,
and after training, a fault diagnosis model can be ob-
tained.

6. The fault diagnosis process is completed by utilizing the
test set as input to the model and outputting the fault
diagno-sis results.

Figure 5. Fault Diagnosis Flow Chart of MResNet-LSTM.

4. EXPERIMENTAL VERIFICATION AND
RESULT ANALYSIS

4.1. Fault Diagnosis Of Constant Speed
Bearings

4.1.1. Experimental design and data acquisition

The test bench used for this experiment is Spectra Quest
Co’s Mechanical Fault Simulator (MFS), as shown in Fig. 6.
It primarily consists of a signal acquisition and speed control
software system, a drive motor, a tachometer, an acceleration
sensor and a fault bearing. The type of faulty bearing is ER-
12K. Under constant speed conditions, the sampling frequency
for testing bearings is set to 12.8 kHz. The bearings are faulty
in the inner ring, rolling element, and outer ring, respectively.
Under each fault state, they are also in the rotating frequency
of 19.88 Hz, 29.87 Hz, and 39.84 Hz. There are a total of
10 different types of bearings available which include bearings
under normal conditions.

The fault types and codes of bearings under constant speed
operating conditions are shown in Tab. 1. Each type of faulty
bearing has 327680 sampling points, with a sample length of
1024. Each type of faulty bearing can be divid-ed into 320
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Figure 6. Device Diagram of Bearing Experimental Platform.

Table 1. Fault Types and Codes of Constant Speed Bearings.

Fault type Rotating frequency Tags
Normal 19.88 Hz 0

Rolling element fault 19.87 Hz 1
Rolling element fault 29.86 Hz 2
Rolling element fault 39.84 Hz 3

Inner ring failure 19.89 Hz 4
Inner ring failure 29.87 Hz 5
Inner ring failure 39.85 Hz 6
Outer ring fault 19.86 Hz 7
Outer ring fault 29.84 Hz 8
Outer ring fault 39.82 Hz 9

Table 2. Test Results of Dropout Rate for Different Dropouts.

Dropout drop rates 0.1 0.25 0.35 0.5
Accuracy (%) 99.22 99.41 99.25 99.10

samples, totaling 3200 data samples.

4.1.2. Experimental parameter settings

Split the dataset samples into training, validation, and test-
ing sets using a 70 %, 20 %, and 10 % ratio, respectively. In the
experiment, the optimizer uses Adam, the learning rate is set
to 0.005, the decay rate is 0.01, the activation function of the
classification layer uses softmax, and the training batch size is
64.

For the improved residual structure in Fig. 3 (b), the dropout
layer randomly discards neurons in the network in a certain
proportion, giving less chance for abnormal data with lower
probability to learn. Setting the dropout rate too low will limit
its effectiveness, while setting it too high will significantly re-
duce the output features, resulting in insufficient training. This
article sets the dropout rates in the improved residual structure
to 0.1, 0.25, 0.35 and 0.5, and veri-fies the impact of dropout
rates on diagnostic accuracy using the MResNet-LSTM model.
The results are shown in Tab. 2, with accuracy representing the
mean value from 10 tests. As observed in Tab. 2, the diagnos-
tic accuracy reaches its peak at a dropout rate of 0.25, which is
the highest. Consequently, the dropout layer in the improved
residual structure adopts a discard rate of 0.25.

For bearing fault diagnosis under constant speed conditions,
the model’s parameters, are detailed in Tab. 3. The pooling
technique employed is maximum pooling, and the activation
function utilized is ELU.

4.1.3. Experimental results

The accuracy and loss of the training and validation sets for
bearings under constant speed conditions are depicted in Fig. 7.

Table 3. Model Parameters of MResNet-LSTM.

Network structure Kernel size/stride Kernel channel size Number of units
Convolution 64/16 64 —

Pooling 1 2/2 — —
Residual structure 1 3/1 64 —
Residual structure 2 5/1 64 —
Residual structure 3 7/1 64 —

Pooling 2 9/9 — —
Feature fusion — — —

LSTM — — 64
Fully-connected — —

Dropout — — 0.25
Softmax — — 10

(a) Accuracy curve of constant speed bearing.

(b) Loss function curve of constant speed bearing.

Figure 7. Results of Constant Speed Bearing in the Training Set and Verifi-
cation Set.

After 20 iterations of the model, both the accuracy of the train-
ing and validation sets approaches 100 %, and the loss value
remains relatively stable, indicating that the model has con-
verged.

To clarify the recognition effect of the model on various
faults in the test set, the confusion matrix is utilized to visualize
the test set results, as shown in Fig. 8. The predicted results of
MResNet-LSTM for bearings are basically consistent with the
label. Under constant speed conditions, diagnostic errors only
occurred for rolling element faults with a rotational frequency
of 29.86 Hz.

Using t-SNE25 to demonstrate the feature learning ability of
MResNet-LSTM on bearing fault datasets, as shown in Fig. 9,
Figs. 9 (a) and (b), the bearing data in the original state is very
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Figure 8. Confusion Matrix of Constant Speed Bearing.

(a) Input layer.

(b) Output layer.

Figure 9. T-SNE Visualization Results of Constant Speed Bearing.

chaotic, with various types of mixed data and is difficult to dis-
tinguish. In the output layer, 10 samples were perfectly sepa-
rated, and samples of the same type were perfectly clustered,
indicating that the model has strong feature extraction ability.

4.1.4. Comparative experiment

To verify the effectiveness of MResNet-LSTM, compare it
with other different methods. The specific comparison method
is as follows: WKCNN,26 WDCNN,27 CNN,28 ResNet-18.29

Table 4 shows the experimental results, where the accuracy

Table 4. Diagnostic accuracy of different methods of constant speed bearing
(100 %).

Methods Average accuracy
WKCNN 98.22
WDCNN 99.1

CNN 98.91
ResNet-18 98.5

Proposed Method 99.41

Figure 10. Diagnostic Accuracy of Different Methods for Constant Speed
Bearings in Noise Environments.

is the average of 5 tests. As can be seen from Tab. 4, the av-
erage accuracy of MResNet-LSTM reaches 99.41 % under the
constant speed condition, which exceeds the other comparison
methods.

4.1.5. Analysis of noise resistance performance

To verify the noise resistance performance of MResNet-
LSTM, signal-to-noise ratios were set to −4 dB and −2 dB,
respectively. Compared with four methods mentioned above,
the classification accuracy was the average of 5 tests, as shown
in Fig. 10.

As shown in Fig. 11, the accuracy of fault diagnosis has de-
creased due to noise interference. In the case of signal-to-noise
ratios of −4 dB and −2 dB, the average diagnostic accuracy of
the MResNet-LSTM model for constant speed bearings is still
89.72 % and 91.13 %, which is higher than other comparison
methods. The stability of the five test results is also better than
other comparative methods.

4.2. Fault Diagnosis Of Variable Speed
Bearings

4.2.1. Experimental design and data acquisition

The fault diagnosis experimental device for variable speed
bearings is the same as that for constant speed bearings, using
Spectra Quest Co’s Mechanical Fault Simulator (MFS). Three
vibration signals of variable speed bearings, namely outer ring
fault, inner ring fault, and roller fault, were collected in the lab-
oratory. The sampling frequency is 25.6 kHz, and the rotation
frequency increases from 0 to 40 Hz. Table 3 displays the fault
types and codes of bearings during variable speed operating
conditions. Each type of faulty bearing has 360448 sampling
points, with a sample length of 1024. Each type of faulty bear-
ing can be divided into 320 samples, totaling 960 data samples.
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Table 5. Fault Types and Coding of Variable Speed Bearings.

Fault type Rotating frequency Tags
Rolling element fault 0-40Hz 0

Inner ring failure 0-40Hz 1
Outer ring fault 0-40Hz 2

(a) Accuracy curve of variable speed bearing.

(b) Loss function curve of variable speed bearing.

Figure 11. Results of Variable Speed Bearing in Training Set and Verification
Set.

4.2.2. Experimental parameter settings

Split the dataset samples into training, validation, and test-
ing sets using a 70 %, 20 %, and 10 % ratio, respectively. In the
experiment, the optimizer is set to use Adam, the learning rate
is set to 0.005, the decay rate is 0.01, the activation function
of the classification layer uses softmax, and the training batch
size is 24. Table 5 shown the fault types and codes of bearings
under variable speed operating conditions.

4.2.3. Experimental results

The accuracy and loss of the training and validation sets
for bearings under variable speed conditions are depicted in
Fig. 11, with both the accuracy of the training and validation
sets approaching 100 %.

To clarify the identification effect of the model on various
faults in the variable speed fault bearing test set, the Confusion
matrix is used to visualize the results of the test set. As shown
in Fig. 12, the prediction results of MRes-Net-LSTM on bear-
ings are basically consistent with the labels. Under variable
speed conditions, diagnostic errors only occur for outer ring
faults.

Figure 12. Confusion Matrix of Variable Speed Bearing.

(a) Input layer.

(b) Output layer.

Figure 13. Results of Variable Speed Bearing in Training Set and Verification
Set.

Using t-SNE to demonstrate the feature learning ability of
MResNet-LSTM on variable speed bearing fault datasets are
shown in Fig. 13. From Figs. 13 (a) and (b), it can be seen
that various types of data present a chaotic state in the input
layer, while the three fault types are perfectly separated in the
output layer. This model has strong feature extraction ability
for variable speed bearing fault data.

4.2.4. Comparative experiment

To verify the effectiveness of MResNet-LSTM, corner do-
main signals were used as inputs, and MResNet-LSTM was
compared with the four methods mentioned above. Mean-
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Table 6. Diagnostic Accuracy of Variable Speed Bearings Using Different
Methods (100 %)

Methods Average accuracy
WKCNN 97.71
WDCNN 97.5

CNN 97.29
ResNet-18 96.46

MResNet-LSTM (Input vibration signal) 88.75
Proposed Method 98.44

Figure 14. Accuracy of different methods for variable speed bearings in noise
environments.

while, verification of the effectiveness of resampling variable
speed signals were completed using computational order track-
ing. The comparison method was added using vibration signals
as input to MResNet-LSTM. Table 6 shows the results where
the accuracy is the average of 5 tests. In Tab. 6, it is evident that
the computed order track and resampling of the variable speed
bearing vibration signal into an angular domain signal as input
data, the diagnostic accuracy of the network can be improved.
Using angular domain signals as input to the MResNet-LSTM
model, the average diagnostic accuracy reaches 98.44 % under
varia-ble speed conditions, which is higher than other compar-
ison methods.

4.2.5. Analysis of noise resistance performance

To verify the noise resistance of MResNet-LSTM under
variable speed conditions, the signal-to-noise ratios were also
set to −4 dB and −2 dB, respectively. Compared with four
methods mentioned above, the classification accuracy was the
average of 5 tests, as shown in Fig. 14.

As shown in Fig. 14, MResNet-LSTM has an average di-
agnostic accuracy of 91.77 % and 92.92 % for variable speed
bearings at a signal-to-noise ratio of −4 dB and −2 dB, respec-
tively, which is superior to other comparison methods.

5. CONCLUSIONS

When addressing the challenge of effectively diagnosing
rolling bearing faults in strong-noise environments, a method
employing MResNet-LSTM for bearing fault diagnosis was
proposed. This approach combines the strong feature extrac-
tion capabilities of the multi-scale residual network with the
time series analysis capabilities of LSTM. It enables fault diag-
nosis under both constant and variable speed conditions, while

also demonstrating robust anti-interference performance. The
analysis leads to the following conclusions:

1. The diagnostic method combining multi-scale ResNet
and LSTM was validated on a constant speed bearing
dataset. The average diagnostic accuracy of the test set
in the experiment reached 99.41 %. Furthermore, on the
variable speed condition bearing dataset, the average di-
agnostic accuracy achieved 98.44 %.

2. This model still maintains high diagnostic accuracy even
in the presence of strong noise in vibration signals, ef-
fectively reducing the impact of noise on identification
results.

3. By adding a dropout layer between residual blocks to re-
move redundant information in the network, overfitting
is prevented, diagnostic efficiency is improved, and the
model’s generalization ability is enhanced.
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