Diagnosis of Ball Bearing Faults Using Double Decomposition Technique
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The rolling element bearing is one of the most significant components of any rotating machinery. However, the foremost cause of malfunction in any rotating machine is due to defects like cracks, dents, spall, pits, etc. in ball bearings. Early diagnosis of these bearing faults is highly essential to avoid an accidental shutdown of rotating machinery. In the present work, a novel technique of bearing fault diagnosis is proposed following double decomposition of the vibration activity. The experimentally recorded vibration signals are processed through two stages of decomposition viz. Empirical Mode Decomposition and Tunable Q-factor Wavelet Transform based Time-Frequency decomposition. Subsequently, sub-bands of decomposed time-frequency activity are acquired and discriminable features are computed. Fractal Dimension (FD) based features are extracted from each decomposed sub-band as complexity measures of time-frequency sub-bands. In order to classify bearing faults, a Support Vector Machine classifier is trained with acquired features and classification performance is evaluated. The results of classification reveal that the proposed double decomposition technique is a potential candidate in extracting viable vibration signatures for fault identification. The study is conducted on Case Western Reserve University bearing datasets.

1. INTRODUCTION

The rolling element bearing is a component of great significance used in manufacturing industry. These bearings undergo unexpected failures by the impacts of corrosion, wear, fatigue and overload conditions. Unexpected failure in a bearing results in sudden shut down of machinery and in turn causes heavy loss to the manufacturing industry. This is the reason why autonomous bearing fault diagnosis has gained major attention of researchers across the globe. Efficient bearing fault diagnosis using vibration signal analysis can prevent sudden failure of the bearings and cut down the cost of repair and shut down of machinery. However, vibration signal based bearing fault detection is a challenging task, since vibration signals are non-stationary and non-linear in nature and are often severely affected by the external noise from other parts of the machines. This makes it obligatory to exploit an efficient fault diagnosis methodology in order to generate highly discriminative features. Feature extraction and classification of given vibration activity are the two vital steps in the bearing fault diagnosis task.1

In the past, various signal processing techniques were proposed for diagnosing faults in the bearings. The earliest signal processing techniques of fault diagnosis were simple and were mainly dependent on calculation of statistical parameters viz. mean, kurtosis, root mean square features from the time series data. For instance, the use of normalized kurtosis and normalized skewness values as features of vibration signals was suggested by Honarvar and Martin for early fault diagnosis.2 Honarvar and Martin also used statistical moments in rolling element bearing health monitoring.3 In another work, Mechefske and Mathew proposed the use of an autoregressive model for bearing fault diagnosis purposes.4 Li and Qu developed a signal demodulation technique using the concept of cyclic spectrum and cyclic autocorrelation for recovering fault information present in the modulators of bearing vibration signals.5 Considering the multi-dimensional and multi-scale nature of vibration signals, Zvokelj developed an approach by combining the Ensemble Empirical Mode Decomposition (EEMD) method with Principal Component Analysis (PCA) to analyze the non-stationary behavior of bearing signals.6 However, these methods were not capable of minimizing the effect of interference and noise generated from other parts of the machines. In addition, these methods failed to provide any additional information about the frequency content of the signals.

In order to capture information content from both time and frequency domains, researchers suggested use of time-frequency transformation techniques viz. Wigner-Vile distribution, Short Time Fourier Transform (STFT), Hilbert-Huang Transform (HHT) and Wavelet Transform (WT) for bearing fault diagnosis. For instance, Mori et al. introduced a Discrete Wavelet Transform (DWT) based feature extraction technique to predict spalling of ball bearings.7 In another work, Seker and Ayaz suggested WT based Multi-Resolution Analysis (MRA) for diagnosing faults of electric motors.8 Lou and Loparo used WT based feature vectors drawn from normalized vibration signals to train an adaptive neural-fuzzy inference system for classification purposes.9 In similar work, Yang et al. applied an HHT to decompose vibration activity of faulty bearings and extracted substantial features.10 In another work, He et al. proposed a hybrid method of Morlet wavelet filtering and sparse code shrinkage for the detection of impulses generated from bearing faults.11 Researchers also applied several other supplementary methods viz. histograms, complexity measures and entropy based schemes to retrieve fault information from.
vibration activity spawned by bearings. For instance, Wyk et al. used Difference Histograms for extracting faulty features of rolling element bearing vibration activity.12 In another work, Hong and Liang employed normalized Lempel-Ziv complexity values to assess the fault severity of a rolling element bearing.13

In recent years, various modern feature extraction techniques have been proposed by the researchers. For instance, Zhao et al. employed an Empirical Mode Decomposition (EMD) technique with Approximate Entropy (AE) features for this purpose.14 In similar work, Dybala and Zimroz Rolling developed a bearing diagnosing methodology based on EMD of machine vibration signals.15 In another work, Liu et al. introduced a novel methodology of feature extraction, stated as a Local Mean Decomposition (LMD) technique, in which vibration activity was decomposed into a series of product functions defined as the product of an amplitude envelope signal and a subsequent frequency modulated signal.16 The method of Hilbert Transformation (HT) supplemented by the Duffing oscillator for recognizing localized defects in ball bearings was suggested by Patel et al.17 A new dimension in this area was added by Klein et al. by applying image processing techniques viz. ridge tracking on the ‘Time-Frequency Representation (TFR)’ of the bearing vibration signals.18 In another work, Ming et al. introduced a new technique of Spectral Auto-Correlation Analysis (SACA) by performing autocorrelation on the Fast Fourier Transform (FFT) transformed signals for fault diagnosis of rolling element bearings.19 Lei et al. suggested an improved kurtogram methodology in combination with Daubechies-Wavelet based Wavelet Packet Transform (WPT) filtering for this purpose.20 In another work, Li et al. suggested the Continuous Wavelet Transform (CWT) based reassigned Wavelet Scalogram (WS) technique of bearing fault diagnosis.21

With the advancement of nonlinear dynamic modelling, studies advocating nonlinear parameter estimation from bearing vibration signals have been suggested in the recent past and been proven very effective in bearing fault diagnosis. Such studies extract non-linear information hidden in the vibration activity by estimating a range of nonlinear dynamic parameters viz. correlation dimension,22 Approximate Entropy (ApEn),23 Permutation Entropy (PE)24 and Multiscale Entropy (MSE).25 The advancement in signal processing techniques impelled bearing fault diagnosis research widely. Various significant and effective feature estimation methods have been developed in recent years. For instance, Liang and Faghidi proposed an intelligent fault identification method using a calculus end and fan end vibration data along with the motor rotational speed. Four classes of data are considered in this study namely, Healthy Bearing (HB), Ball Defect (BD), Inner Race defect (IRD) and Outer Race Defect (ORD). However, the data of HB
is considered as the baseline data. Bearing data was collected at sampling rates of 48 kHz and 12 kHz from drive end and fan end. The data is registered at four different speeds of ball bearing i.e. 1730, 1750, 1772 and 1797 rpm. The faults considered in present study includes IRD, ORD at 6 o’clock position and BD with defect sizes of 7 mils, 14 mils and 21 mils (1 mil = 0.001 inch). Figure 1 shows the experimental test rig used in acquiring bearing vibration data. A sample plot of four classes of bearing vibration signals are represented in Fig. 2.

2.2. Empirical Mode Decomposition (EMD)

EMD was proposed by Huang et al. in 1998.41 EMD was developed on the assumption that any time series consists of different simple intrinsic modes of oscillations. It is a self adaptive signal decomposition technique which decomposes any time series into different oscillation modes and the original signal $s(t)$ can be recovered by a linear superposition of empirical modes as:

$$s(t) = \sum_{i=0}^{n} c_i(t) + r_n(t);$$

where $c_i(t)$ is the $i^{th}$ empirical mode and $r_n(t)$ is the final residue after estimation of $n$ empirical modes. The EMD technique is very useful, particularly in the analysis of non-linear and non-stationary vibration activity, since it decomposes the original vibration signal into simple oscillatory functions called IMFs $c_i(t)$, while following set of conditions.

1. The number of extrema and the number of zero crossings must either be equal or differ by at most one.

2. The mean value of the envelopes defined by local maxima and minima at any point should be zero.

Given two conditions ensure that for any function to be an IMF all its local maxima should be positive and local minima should be negative.52

The decomposition of any input signal $s(t)$ into IMFs is attained by a shifting process, which can be summarized as:

1. Identify all extrema (i.e. maxima and minima) of the given input signal $s(t)$.

2. Connect extrema (i.e. maxima and minima) separately with cubic spline interpolation and generate upper ($c_{max}(t)$) and lower envelopes ($c_{min}(t)$) to cover complete data between envelopes.

3. Estimate the running mean $m_{i+1}(t)$ between upper and lower envelopes. The difference between $m_{1}(t)$ and the signal $s(t)$ is the component $I_1(t)$. If $I_1(t)$ satisfies condition of IMF, then it is the first component of $s(t)$.

4. If $I_1(t)$ doesn’t satisfies the conditions, consider $I_1(t)$ as the original signal $s(t)$ and repeat steps 1–3 until first IMF is obtained. After repeated sifting for $j$ times, first IMF $I_{1j}(t)$ (represented as $c_1(t)$) is obtained as:

$$I_{1j}(t) = I_{1j−1}(t) − m_{1j} = c_1(t).$$

The obtained IMF $c_1(t)$ represents smallest temporal component of the signal $s(t)$. Further, in order to attain other IMFs, residue $r_1(t)$ is generated by subtracting $c_1(t)$ from signal $s(t)$. Here, $r_1(t)$ is treated as the original data and the process is repeated to attain second IMF component $c_2(t)$. The decomposition process continues until the final residue is a constant, a monotonic function or a function from which no other IMFs can be derived. All derived IMFs (i.e., $c_1(t), c_2(t), \ldots , c_n(t)$) represent specific frequency band ranging from high to low and are stationary in nature. Once decomposition process completes, original signal $s(t)$ can be obtained as:

$$s(t) = \sum_{n=1}^{n} c_n(t) + r_n(t);$$

where $n$ signifies number of IMFs, $c_n(t)$ is the $n^{th}$ IMF, and $r_n(t)$ represents the residue of the decomposition process. Figure 3 and Fig. 4 represent the IMFs obtained after decomposition of healthy and ball defect vibration activity consecutively. It is evident from Fig. 3 and Fig. 4 that higher order IMFs effectively epitomize lower frequencies and lower order IMFs are suitable for higher frequencies.

Despite the fact that vibration activity of faulty bearing comprises high information content as compared to healthy bearing, a lower number of IMFs (i.e. 16 IMFs) are required in the decomposition process. Theoretically, a larger number of IMFs should be generated after decomposition of faulty bearing vibration activity, however, this not the case always, as notified by Dybala and Zimroz.43 Vibrator activity suffers environmental and instrumental noise which largely reflect in some IMFs and the number of decomposed IMFs significantly depend on the amount of noise present in any vibration activity. Since, early stage fault signatures are well submerged into the system noise, it makes early stage fault diagnosis a challenging task. In recent years, researchers proposed various EMD based hybrid fault diagnosis techniques and reported substantial diagnostic results.44 Hybrid EMD techniques in addition to artificial intelligence have shown promising results in the previous studies.45 In the present work, the EMD algorithm proposed by Rato et al. is implemented to estimate IMFs of vibration signals.46 Rato et al. suggested that reducing the resolution factor reduces the number of obtained IMFs. This property is useful for sidewise analysis of different signals decomposed into the same number of IMFs. In order to optimize resolution factor, it is varied in the band of 40–50 dB with step size of 5 dB and experimental results are evaluated for attaining the highest classification performance. The proposed automatic bearing fault diagnosis methodology using EMD based double-decomposition reduces noise influences on the decision system’s performance by treating decomposed IMFs with TQWT.
Figure 2. Sample plot of four classes of bearing vibration data.

Figure 3. IMFs obtained after applying EMD on ball defect vibration signal.
2.3. Tunable Q-factor Wavelet Transform (TQWT)

The DWT is a commonly used TFR technique for bearing fault diagnosis, since it is capable of apprehending disparities in the morphologies of bearing vibrational activity.\(^{47}\) The TQWT is the expansion of the DWT in terms of parametric values adjustment ability to attain the desired Time-Frequency response. The parameters of TQWT includes Quality-factor (Q-factor), redundancy parameter \((r)\) and decomposition levels \((p)\). The parameter \(Q\) controls the number of oscillations, \(r\) limits unwanted excessive ringing and ensures localization of the wavelet in the time domain with preserved shape characteristics.\(^{37}\) The filters of TQWT have a non-rational transfer function and maintain a direct relationship with the frequency-domain. This property of TQWT helps in gaining perfect reconstruction ability and proficient implementation using an FFT algorithm.\(^{48}\) The decomposition of vibration activity into specific number of levels (i.e. \(p\) levels) is achieved by iteratively smearing two channel filter banks onto given vibration activity. As shown in Fig. 5, the input signal \(s(n)\) (having sampling frequency \(f_s\)) is decomposed into low-pass \((l_0(n))\) and high-pass \((h_1(n))\) sub-band signals with altered sampling frequencies of \(\alpha f_s\) and \(\beta f_s\), respectively. The low-pass signal \(l_0(n)\) is generated by passing \(s(n)\) through low pass filter \(H_0(\omega)\) followed by low-pass scaling factor, LPS \(\alpha\). Similarly, high-pass signal \(h_1(n)\) is generated by passing \(s(n)\) through a the high-pass filter \(H_1(\omega)\) followed by scaling factor, HPS \(\beta\). It is established in the literature that, the value of scaling parameters should follow the condition given as: \(0 < \beta \leq 1; 0 < \alpha < 1; \alpha + \beta = 1\); to ensure controlled redundancy and perfect reconstruction of signals.

In TQWT, for a given value of Q-factor, with an increase in the number of decomposition levels \((j)\), the cut-off frequency and bandwidth reduce. However, with the increment in Q-factor value, the frequency response compresses and it requires more decomposition levels to cover the entire frequency range as depicted in Fig. 6. In order to attain optimum TFR, the value of Q-factor should be maintained low for little or no oscillatory vibrational activity. On the other side, a high Q-factor

Figure 4. IMFs obtained after applying EMD on healthy vibration signals.

Figure 5. Decomposition of vibration activity in single level (a) Analysis filter bank (b) Synthesis filter bank.
value is required to analyze high oscillatory vibrational activities. However, other than CWT, WTs have less capability to adjust its Q-factor value. The ability of parameter adjustment offered by TQWT makes it an expedient tool for non-stationary, oscillatory vibration signal analysis.

The identical system to yield coefficients of low-pass and high-pass sub-bands (i.e. \( l_p(n) \) and \( h_p(n) \)) with \( p^{th} \) level of decomposition is presented in Fig. 7. The identical frequency responses of low-pass and high-pass sub-band filters (i.e. \( H^l_p(\omega) \) and \( H^h_p(\omega) \)) with \( p^{th} \) level of decomposition is presented in Fig. 7(a), and is expressed as:

\[
\begin{align*}
\left\{ \prod_{m=0}^{p-1} H_0 \left( \frac{\omega}{\alpha^m} \right) \begin{cases} |\omega| \leq \alpha^p \pi \\ \alpha^p \pi < |\omega| \leq \pi \end{cases} \right. \\
H_1 \left( \frac{\omega}{\alpha^{p-2}} \right) \prod_{m=0}^{p-2} H_0 \left( \frac{\omega}{\alpha^m} \right) \begin{cases} 1-\beta \\ \alpha^{p-1} \pi \leq |\omega| \leq \alpha^p-1 \pi \end{cases} \\
0 \quad \text{for other } \omega \in [-\pi, \pi]
\end{align*}
\]

In TQWT based techniques, identification of suitable number of decomposition levels is a crucial part. However, in present study, criterion of dominant frequency is used to attain suitable number of decomposition level. Number of decomposition levels are selected in a way that the decomposed sub-band frequencies correlated well with the frequency ranges of interest (i.e. ball spin frequency/or ball pass frequency). It is perceived in this study that higher number of decomposition levels help in extracting highly differentiable fractal features from IMFs with variable frequency ranges. Decomposing IMFs into higher number of levels (i.e. \( j = 9 \)) gives better insight into the frequency ranges of interest. In the present work, the redundancy parameter \( r \) is selected as \( r = 3 \). Keeping the redundancy parameter \( r \geq 3 \) helps in correct localization of the Wavelet’s response in time-domain and broadening the transition bands of low pass and high pass sub-band filters. Hongchao et al. notified that classical Wavelet Transform (WT) with constant Q-factor is inefficient in handling vibrational activity having significantly high/low Q-factor values. Therefore, in order to obtain appropriate value of Q-factor, multiple experiments are carried out on vibration data with varying Q-factor in the range of 1–50 in this work.
\[
L(m,k) = \left\{ \left( \sum_{i=1}^{\text{int}\left(\frac{N-m}{k}\right)} x[m + (i-1) \times k] \right) \left\lfloor \left(\frac{N-1}{\text{int}\left(\frac{N-m}{k}\right)} \times k\right) \right\rfloor \right\} \frac{1}{k}.
\]

Figure 8. Schematic diagram of proposed methodology of fault diagnosis.

Table 1. Sample input feature vector obtained from processing of single IMF.

<table>
<thead>
<tr>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
<th>F9</th>
<th>F10</th>
<th>CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.76</td>
<td>1.65</td>
<td>1.66</td>
<td>1.81</td>
<td>1.47</td>
<td>2.02</td>
<td>1.88</td>
<td>1.63</td>
<td>1.75</td>
<td>1.40</td>
<td>HB</td>
</tr>
<tr>
<td>1.76</td>
<td>1.66</td>
<td>1.69</td>
<td>1.75</td>
<td>1.47</td>
<td>2.00</td>
<td>1.88</td>
<td>1.65</td>
<td>1.74</td>
<td>2.00</td>
<td>HB</td>
</tr>
<tr>
<td>1.71</td>
<td>1.66</td>
<td>1.69</td>
<td>1.77</td>
<td>1.47</td>
<td>1.99</td>
<td>1.88</td>
<td>1.63</td>
<td>1.75</td>
<td>2.03</td>
<td>HB</td>
</tr>
<tr>
<td>1.72</td>
<td>1.69</td>
<td>1.70</td>
<td>1.89</td>
<td>1.72</td>
<td>1.59</td>
<td>1.79</td>
<td>1.78</td>
<td>1.69</td>
<td>1.11</td>
<td>BD</td>
</tr>
<tr>
<td>1.73</td>
<td>1.69</td>
<td>1.74</td>
<td>1.85</td>
<td>1.71</td>
<td>1.59</td>
<td>1.78</td>
<td>1.81</td>
<td>1.68</td>
<td>1.12</td>
<td>BD</td>
</tr>
<tr>
<td>1.74</td>
<td>1.69</td>
<td>1.73</td>
<td>1.85</td>
<td>1.72</td>
<td>1.58</td>
<td>1.78</td>
<td>1.83</td>
<td>1.68</td>
<td>1.13</td>
<td>BD</td>
</tr>
<tr>
<td>1.71</td>
<td>1.68</td>
<td>1.73</td>
<td>1.73</td>
<td>1.75</td>
<td>1.61</td>
<td>1.86</td>
<td>1.83</td>
<td>1.70</td>
<td>1.21</td>
<td>IRD</td>
</tr>
<tr>
<td>1.75</td>
<td>1.70</td>
<td>1.73</td>
<td>1.70</td>
<td>1.76</td>
<td>1.57</td>
<td>1.87</td>
<td>1.84</td>
<td>1.66</td>
<td>1.29</td>
<td>IRD</td>
</tr>
<tr>
<td>1.79</td>
<td>1.71</td>
<td>1.75</td>
<td>1.71</td>
<td>1.74</td>
<td>1.60</td>
<td>1.85</td>
<td>1.88</td>
<td>1.61</td>
<td>1.36</td>
<td>IRD</td>
</tr>
<tr>
<td>1.79</td>
<td>1.70</td>
<td>1.66</td>
<td>1.85</td>
<td>1.69</td>
<td>1.53</td>
<td>1.87</td>
<td>1.65</td>
<td>1.65</td>
<td>1.12</td>
<td>ORD</td>
</tr>
<tr>
<td>1.72</td>
<td>1.72</td>
<td>1.67</td>
<td>1.86</td>
<td>1.67</td>
<td>1.55</td>
<td>1.87</td>
<td>1.64</td>
<td>1.63</td>
<td>1.11</td>
<td>ORD</td>
</tr>
<tr>
<td>1.76</td>
<td>1.73</td>
<td>1.66</td>
<td>1.86</td>
<td>1.65</td>
<td>1.55</td>
<td>1.89</td>
<td>1.62</td>
<td>1.67</td>
<td>1.11</td>
<td>ORD</td>
</tr>
</tbody>
</table>

HB: Healthy Bearing, BD: Ball Defect, IRD: Inner Race Defect, ORD: Outer Race Defect, F1: HFD of 1st sub-band of selected IMF, F2: HFD of 2nd sub-band of selected IMF
3. PROPOSED METHODOLOGY
OF FRACAL FEATURE ESTIMATION

In the present work, each vibration signal is treated individually and corresponding features are estimated. On arrival of each vibration signal to the input of the algorithm, its HFD is calculated as the feature of the signal after performing EMD-TQWT based double decomposition. Once, desired HFD features are estimated from all vibration signals available in the bearing dataset, the feature vectors with varying sizes are prepared and classification is performed. The proposed methodology of double decomposition is carried out in three methodological steps. In the first step, segments of raw vibration signals are decomposed into IMFs of specific frequency using an EMD technique. Thereafter, TQWT is applied on the selected IMFs to attain time-frequency coefficients of the decomposed IMFs. Subsequently, fractal features are estimated from the decomposed time-frequency coefficients of IMFs. Estimated fractal features are arranged to represent different classes of bearing vibration activity. In order to estimate fractal information embedded in the time-frequency coefficients, Higuchi’s algorithm of FDestination is employed in present work.

HFD is an efficient algorithm for measurement of fractal content of discrete time sequences and was proposed by Higuchi in 1988.3,2 For a given time series \( S = s[1], s[2], \ldots, s[n] \), various steps involved in computation of HFD can be expressed as:

Form \( k \) new time series \( S_k^m \) from given time series as:

\[
S_k^m = \{s[m], s[m+k], s[m+2k], \ldots, s[m+\text{int}\left(\frac{N-m}{k}\right) \times k]\};
\]

where \( k \) and \( m \) are integers, \( k \) indicates the discrete time interval between the points, and \( m = 1, 2, \ldots, k \) represents initial time value. The length of each constructed time series is computed as \( (8) \) (see top of the previous page).

Where \( N \) is the length of the original time series \( S \) and \( [(N-1)/\text{int}(\frac{N-m}{k}) \times k] \) is the normalization factor. The length of the curve for the time interval \( k \) is defined as the average of \( k \) values \( L(m,k) \) for \( m = 1, 2, \ldots, k \) and is given as:

\[
L(k) = \frac{1}{k} \sum_{m=1}^{k} L(m,k);
\]

when \( L(k) \) is plotted against \( 1/k \) on double logarithmic scale, with \( k = 1, 2, \ldots, k_{\text{max}} \), the data should fall on a straight line with a slope equal to the fractal dimension of HFD is defined as the slope of the line that fits the pairs \( \{\ln[L(k)], \ln(1/k)\} \) in least square sense. The value of \( k_{\text{max}} \) is selected following the criteria suggested by Jindal et al.30 and Upadhyay et al.51

In order to select optimum IMFs for second level decomposition, a criterion of highest HFD values is introduced. Primarily, EMD is applied to the vibration signals for decomposition purpose. An EMD process decomposes vibration activity into set of IMFs and further, their HFD value is calculated. Initially, four IMFs are selected following highest HFD value criterion. Thereafter, a TQWT is applied on each selected IMFs. The TQWT decomposes each IMF into time-frequency sub-bands. Further, in order to prepare feature vector, HFD is estimated from each decomposed time-frequency sub-band of vibration activity and corresponding feature vector is prepared for each class. While calculating TQWT coefficients, the redundancy parameter \( r \) is taken as \( r = 3 \) and number of decomposition levels are set to 9 which yields 10 sub-bands of decomposed vibration activity. The value of Q-factor is varied in the range of 1–50 and is optimized to attain the highest classification accuracy during fault diagnosis task. The obtained feature vectors are fed as an input to the soft computing technique for fault classification. Fault classification is performed using a SVM classifier on the WEKA toolkit. Different feature vectors are generated with different values of Q-factor and classification results are reported to attain highest classification efficiency. The proposed methodology of fault diagnosis is illustrated by schematic diagram presented in Fig 8.

4. RESULTS AND DISCUSSION

Feature vectors are prepared with varying parametric values and given as an input to a supervised machine learning technique. SVM, for training and validation purposes. Classification of vibrational activity is performed following 10-fold
Figure 10. SVM classification performance with varying Q-factor and feature vector size (considering EMD_40 parameters)
cross-fold validation approach to avoid statistical biasing. In 10-fold cross validation approach, featured data is divided into ten folds and classification is performed in ten iterations. However, the final result is the average of all ten iterations. In the present work, parameters of EMD and TQWT are varied and classification results are analyzed against these parametric variations to attain the highest classification performance. To prepare feature vectors from recorded vibration activity, a total of 40 instances of raw vibration activity are considered, out of which 4 were of healthy bearing and 12 each were of IRD, ORD and BD. Following the criterion of highest HFD value, four feature vectors with varying vector sizes are prepared after calculating HFD features from four IMFs (40 features), three IMFs (30 features), two IMFs (20 features) and one IMF (10 features) respectively and ranking of the IMFs was carried out using HFD values. Training and validation of classifier algorithms is performed corresponding to all four feature vectors and classification performance is reported. Table 1 shows a sample input feature vector obtained after processing of a single IMF with the highest HFD value.

Figure 9(a–d) shows the classification performance of SVM classifier (i.e., classification accuracy) for different sets of feature vectors (feature vectors with 40 features, 30 features, 20 features and 10 features) with varying parametric values. Here, EMD40, EMD45 and EMD50 imply that values of parameter \(q_{Resol}\) and \(q_{Resid}\) are 40, 45, and 50, respectively.

Table 2 presents a confusion matrix for SVM classification (with the Q-factor value as 20 and considering 9 features for training and validation purposes). It is reflected from Table 2 that all the instances are correctly classified using the SVM classifier.}

While preparing classification results presented in the Fig. 9(a–d), the Q-factor values were varied in the range of 1–50 and step size was kept as 5. It is perceived from Fig. 9(a–d) that classification accuracy first increases with the increase in Q-factor value and further decreases as Q-factor value approaches to 50. Classification accuracy seems constant over middle ranges of Q-factor values (i.e., 5 to 25) for feature vectors with smaller number of features, i.e., 20 features and 10 features (ref. Fig. 9(c) and Fig. 9(d)) and decreases afterwards. Also, it is evident from Fig. 9(a–d) that the classification performance improves with the reduction in number of HFD features and the highest classification accuracy is attained corresponding to least number of HFD features, i.e., 10. The EMD parameter variations have a smaller impact on the classifier’s performance for a smaller feature set. However, keeping EMD parameter values as 40 helped in achieving a high classification rate in multiple experiments (ref. Fig. 9(d)).

The results of the classification established the fact that IMF with the highest value of HFD is the most significant and informative IMF for fault classification task. Considering efficacy of a single IMF with the highest value of HFD in a bearing fault diagnosis event, a second stage of feature reduction is carried out with different Q-factor values (ranging from 1–50) and the results are shown in Fig. 10(a–k). It is observed from Fig. 10(a–k) that reduction in the number of features significantly improved the classification performance, but further reduction yielded deteriorating impact on the classifier’s performance. The best classification performance was recorded while considering features extracted from nine subbands of the decomposed IMF (ref. Fig. 10(c–k)). It is also observed that the classification accuracy is minimum for Q-factor = 1 and it increases with increasing value of Q-factor until Q-factor is greater than 25. However, the best classification performance is witnessed when Q-factor value lies in the range of 10–25. Therefore, classification results suggest that the Q-factor value should be maintained in the range of 10–25 to ensure the highest classification performance in the bearing fault diagnosis task using the double decomposition technique.

Figure 11(a–d) represents the box plots of extracted HFD features obtained for four classes of vibration activity. It is observed from Fig. 11(a–d) that the distribution of feature values is much lower for a healthy bearing as compared to the bearings with faults. However, the maximum distribution of feature values is observed for bearing with ORD (ref. Fig. 11(d)). Figure 11(a–d) describes the class discrimination ability of the extracted EMD-TQWT based HFD features in bearing fault diagnosis using double decomposition technique. It is evident from Fig. 11(a–d) that the extracted HFD features have capability to differentiate among healthy and faulty vibration activity. Table 2 presents a confusion matrix for SVM classification; keeping Q-factor value as 20 and considering 9 features for training and validation purposes. It is reflected from Table 2 that all the instances are correctly classified using the SVM classifier. \(q_{Resol}\) and \(q_{Resid}\) are 40, 45, and 50, respectively.
Further, in order to validate the efficacy of proposed feature extraction methodology, three vibration datasets with varying sampling frequency and sensor positioning (with sampling frequency = 12 kHz at drive end & fan end sensor positions; with sampling frequency = 48 kHz at fan end sensor position) are exploit and a comparison of classification performance is carried out. Experiments are performed at four different Q-factor values (i.e., 10, 15, 20 and 25) and the number of features corresponding to each class were considered as 9. Since, EMD parameter variations have a smaller impact on classifier’s performance for smaller feature set (as illustrated from Fig. 9(d)), EMD parameter values are kept 40 consistently across all experiments. Classification performance achieved for drive end & fan end vibration data with a sampling frequency of 48 kHz is presented in Table 3. Classification performance achieved for drive end & fan end vibration data with a sampling frequency of 12 kHz is presented in Table 4. The classification accuracy obtained at varying Q-factor values (i.e. Q-factor=10/15/20/25) for four different vibration datasets is presented in Fig. 12. It is observed from Table 3 and Table 4 that the proposed methodology has the ability to identify faulty and healthy bearings using vibration activity recorded at varying sampling frequencies and sensor placement. The classification performance obtained for drive end vibration data is significantly better as compared to fan end vibration data. It is evident from Fig. 12 that best classification accuracy is obtained at Q-factor=10 for both 48 kHz and 12 kHz sampled vibration activity. A comparative study between the proposed work and previous work published in the literature is presented in Table 5. It is perceived from Table 5 that the methodology proposed in the present work performed better than previously proposed work in terms of classification performance. Double decomposition based HFD feature estimation method helped in achieving 100% classification accuracy with a significantly lower number of features.

5. CONCLUSION

In present work, an effort has been made to develop EMD-TQWT based double decomposition technique for the fault diagnosis of ball bearing. The proposed technique helps in identifying ball defect, inner race defect and outer race defect present in ball bearing. The methodology relies on EMD-TQWT based time-frequency representation of bearing vibration activity for calculation of HFD features as discriminable signatures of faults. It is observed in the study that HFD box-plots have significant distribution over values corresponding to vibration activity of faulty bearings, however, such is not the case with healthy bearings. The box-plot of HFD features for healthy bearing shows positive/zero skewness pattern, however, mixed skewness pattern is witnessed for faulty bearings. The four classes of vibration activity is classified using SVM classifier with varying size of feature vector and parametric values. The results of classification illustrated the significance of IMF with the highest value of HFD in fault diagnosis task. Also, very substantial variation in classification accuracy is discerned with varying value of Q-factor in this work. It is recommended that Q-factor value should be maintained in the range of 10–25 to ensure high classification performance. The highest classification accuracy of 100% is achieved corresponding to Q-factor values of 10, 15, 20, and 25 with 9 HFD features in the present work (for 48 kHz, drive end data). It is observed that increment and decrement in the number of features had negative impact on the classification performance. The results of classification illustrates the efficacy of the proposed double decomposition technique in bearing fault diagnosis. The effectiveness of the proposed methodology is further evaluated on three different vibration datasets and classification performance is analyzed. Considering all other parameters as constant, the highest classification accuracy of 100% is achieved for 12 kHz, drive end vibration data. Comparison results with previous studies revealed that proposed feature extraction methodology has capabilities to identify bearing faults with a significantly lower number of estimated features.
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Table 5. A comparative study between proposed work and previous work published in the literature.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Number of features used</th>
<th>Classifiers used</th>
<th>Peak efficiency</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wu et al. 24</td>
<td>Eighty (statistical)</td>
<td>SVM</td>
<td>99%</td>
<td>Training efficiency</td>
</tr>
<tr>
<td>Zhang and Li 13</td>
<td>Twenty</td>
<td>Neighborhood preserving embedding and SOM</td>
<td>99%</td>
<td>Training efficiency</td>
</tr>
<tr>
<td>Tiwari et al. 23</td>
<td>sixteen</td>
<td>ANFC</td>
<td>92.50</td>
<td>Ten-fold cross-validation efficiency</td>
</tr>
<tr>
<td>Vakharia et al. 36</td>
<td>Eleven</td>
<td>ANN, SVM</td>
<td>97.26%</td>
<td>–</td>
</tr>
<tr>
<td>Wang et al. 25</td>
<td>Hundred</td>
<td>CART, kNN and SVM</td>
<td>97.26%</td>
<td>–</td>
</tr>
<tr>
<td>Li et al. 5</td>
<td>One hundred eighty</td>
<td>SVM-BT</td>
<td>100%</td>
<td>Training efficiency</td>
</tr>
<tr>
<td>Vakharia et al. 36</td>
<td>Thirty-five (statistical)</td>
<td>SVM and RF</td>
<td>98.38% (using RF)</td>
<td>Ten-fold cross-validation efficiency</td>
</tr>
<tr>
<td>Present work</td>
<td>Nine</td>
<td>SVM</td>
<td>100% (Q-factor=10)</td>
<td>Ten-fold cross-validation efficiency</td>
</tr>
</tbody>
</table>

SVM: Support Vector Machine, CART: Classification and Regression Trees, kNN: k-Nearest Neighbour, ANN: Artificial Neural Network, RF: Random Forest, ANFC: Adaptive Neuro Fuzzy Classifier

Figure 12. Classification accuracy obtained at Q=10/15/20/25 for four different vibration dataset.


