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Identifying the quantitative relationship between the sound pressure level and noise annoyance for environmental
noises is important from the viewpoint of noise assessment. In this study, a method for predicting the probabilistic
evaluation quantities like Lx ((100−x) percentile level) and LAeq (equivalent A-weighted sound pressure level) of
the noise environment is proposed by introducing a nonlinear time series regression model between the sound pres-
sure level and noise annoyance. More specifically, the joint probability distribution is expanded in an orthonormal
expansion series in which linear and nonlinear correlation information is reflected hierarchically in each expansion
coefficient. Next, statistical methods for predicting the sound pressure level and the noise annoyance are proposed
by introducing a nonlinear time series regression model based on the above probability distribution. The validity
of the proposed method is confirmed by applying it to a set of instantaneous data on sound pressure level and noise
annoyance observed in a real sound environment.

1. INTRODUCTION

Identifying the quantitative relationship between the sound
pressure level and noise annoyance for environmental noise is
important from the viewpoint of noise assessment.1–3 Usually,
an investigation based on the questionnaires is performed, as
the experimental measurement at all points in the entire area
of the regional sound environment is difficult. Furthermore,
statistical sound evaluation quantities, such as Lx based on the
probability distribution of sound pressure level andLAeq based
on averaged energy of sound pressure level, are widely used
in the evaluation of the sound environment. Therefore, it is
very important to determine the relationship between the noise
annoyance and the sound pressure level from a statistical point
of view.

In a previous study, a state estimation method was proposed
for the fluctuation waveform of the sound pressure level by
time-dependent sound pressure level based on the observation
data of noise annoyance from the viewpoint of systems theory.4

The relationship of the sound pressure level and noise annoy-
ance was regarded as the input and output of a fuzzy probabil-
ity system with uncertainty and vagueness. A method was the-
oretically derived for estimating the fluctuation waveform of
the sound pressure level or the system input by use of the ob-
servation data of the noise annoyance or the system output. In
analyses of environmental noise, two approaches can be con-
sidered. One is analysis from the bottom-up viewpoint, struc-
turally based on the fundamental mechanism on the relation-

ship between noise annoyance and sound pressure level. The
other is the top-down method, which is connected with evalu-
ation of environmental noise in the case of unknown structural
mechanism. Since the analysis method considering the physi-
cal mechanism from the bottom-up viewpoint was adopted in
the previous study, the derivation process of the estimation al-
gorithm was rather complicated.

On the other hand, a method based on the top-down view-
point can be proposed by regarding time-dependent sound
pressure level and noise annoyance as the resultant time series
data and by considering their mutual correlation information.
In this paper, a practical evaluation method is proposed, which
is simple in form as compared with the previous study. The
joint probability distribution for the sound pressure level and
noise annoyance is first considered for the purpose of using
the usual liner correlation as well as the higher order nonlin-
ear correlation information between both variables. Next, two
probabilistic methods are proposed based on the joint proba-
bility distribution in an orthonormal expansion series5, where
linear and nonlinear correlation information is reflected hier-
archically in each expansion coefficient. One method predicts
the noise annoyance based on the observation of sound pres-
sure level, and the other is a prediction for the sound pres-
sure level from the noise annoyance. Finally, the effectiveness
of the proposed methods are confirmed by applying them to a
psychological experiment with the road traffic noise, where the
linear regression model and neural network are compared.
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2. THEORETICAL CONSIDERATION

2.1. Prediction of Noise Annoyance by
Observing Sound Pressure Level

2.1.1. Prediction of noise annoyance based on con-
ditional probability distribution

The sound pressure level in the actual sound environment
exhibits complex fluctuation pat-tern. For example, there are
various linear and nonlinear correlations among several instan-
taneous values. It has been reported in psychological acoustics
that the human psychological evaluation for noise annoyance
can be distinguished up to 7 scores: 1-Very calm, 2-Calm, 3-
Mostly calm, 4-Little noisy, 5-Noisy, 6-Fairly noisy, 7-Very
noisy.6

Let x be the sound pressure level and y be the noise an-
noyance score in human evaluation (i.e. y = 1, 2, · · · , 7 ).
Furthermore, the sound pressure levels at p past discrete time
for y at an arbitrary discrete time are expressed as xp+1(p =

0, 1, 2, · · · ). The noise annoyance can be predicted recur-
sively on the basis of the sound pressure levels x1, x2, · · · , xp
by adopting y so as to maximize the conditional probability
P (y|x1, x2, · · · , xp) as the prediction of y. First, the joint
probability distribution P (y,x) of y and x(= (x1, x2, · · ·xp))
is expanded into an orthonormal polynomial series based on
the product of the standard probability distribution for each
variable.7

P (y,x) = P0 (y)P0 (x1)P0 (x2) · · ·

· · ·P0 (xp)

∞∑
m=0

∞∑
n1=0

· · ·
∞∑

np=0

Amn1···npϕm (y)φn1 (x1) · · ·

· · ·φnp (xp) . (1)

Amn1···np =
〈
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(x1)φn2
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〉
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;

(4)

y(j) = y(y − h)(y − 2h) · · · (y − (n− 1)h), y(0) = 1,

where <> denotes the averaging operation with respect to
the variables. Two functions φni(xi),ϕm (y) are orthonormal
polynomials with the weighting functions P0(xi) and P0(y)

are obtained.5 Hn(•) denotes the Hermite polynomial with
nth order, and y(j) is the jth order factorial function.5 The
Gaussian distribution is adopted as the standard probability
distributions of P0(xi) for the continuous variable xi, and the

generalized binomial distribution is adopted as P0(y) for the
quantized value y.

P0 (xi) =
1√
2πσ2

xi

e
− (xi−µxi )

2

2σ2xi ; (5)

µxi =< xi >, σ2
xi =< (xi − µxi)

2 >; (6)
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)
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h

)
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h
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!
p
y−M
h (1− p)

N−y
h ; (7)

p = (µy −M)/(N −M), µy =< y >; (8)

where N , M and h are defined as follows:

N = 7; the maximum value of y,

M = 1; the minimum value of y,

h = 1; the level difference interval of y. (9)

The linear and nonlinear correlation information between y

and x is reflected hierarchically in each expansion coefficient
Amn1···np . Next, an expansion series expression on the condi-
tional proba-bility distribution can be obtained from Eq. 1, as
follows:

P (y |x ) = P (y,x)

P (x)
=

P0(y)
∞∑

m=0

∞∑
n1=0
· · ·
∞∑

np=0
Amn1···npφm(y)ϕn1

(x1) · · ·ϕnp(xp)

∞∑
n1=0

· · ·
∞∑

np=0
A0n1···npϕn1 (x1) · · ·ϕnp (xp)

.

(10)

By substituting Eqs. (3)–(9) into Eq. (10), the conditional prob-
ability distribution can be obtained. Moreover, the probability
distribution of noise annoyance score y can be evaluated by
averaging the conditional probability distribution P (y|x) in
Eq. (10) by using time series data of sound pressure level as
follows:

P (y) = P0 (y)

∞∑
m=0〈 ∞∑

n1=0
· · ·

∞∑
np=0

Amn1···npϕn1
(x1) · · ·ϕnp (xp)

∞∑
n1=0

· · ·
∞∑

np=0
A0n1···npϕn1 (x1) · · ·ϕnp (xp)

〉
ϕm (y).

(11)

2.1.2. Prediction of noise annoyance based on multi-
dimensional nonlinear regression model

The linear and nonlinear correlation information between y
and x is all included in condi-tional probability distribution
P (y|x). Especially, when predicting y based on x, the regres-
sion function defined as the expectation of y conditioned by x

can be adopted as the prediction of y.

ŷ = 〈y| x〉 =
7∑

y=1

y · P (y| x) . (12)
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After substituting Eq. (10) into Eq. (12), by taking into consid-
eration the orthonormal condition of orthonormal polynomial
ϕm(y):

7∑
y=1

P0(y)ϕn(y)ϕm(y) = δnm; (13)

the regression function ŷ is given by Eq. (14) (top of the next
page), where d1m are coefficients in the orthogonal expansion
of y:

y =

1∑
m=0

d1mϕm(y); (15)

and can be derived as follows:

d11 =
√

(N −M)hp (1− p),
d10 = (N −M) p+M.

2.2. Prediction of Sound Pressure Level by
Observing Noise Annoyance

The sound pressure level at an arbitrary discrete time is
predicted by observing the noise annoyance scores y (=

y1, y2, · · · , yq) up to (q − 1) past discrete time based on the
multi-dimension nonlinear regression model. Considering the
orthonormal condition of the polynomial function

∞∫
−∞

P0(x)φm(x)φn(x)dx = δmn; (16)

and using the same calculation process as given in Sec-
tion 2.1.2, the prediction x̂ of sound pres-sure level x is
given by Eq. (17) (top of the next page), where the coeffi-
cients c1m are specifically given in the orthogonal expansion

x =
1∑

m=0
c1mφm(x), as c11 = σxi , c10 = µxi . Furthermore,

the expansion coefficients Bmn1n2···nq are defined as follows:

Bmn1n2···nq =
〈
φm (x)ϕn1

(y1)ϕn2
(y2) · · ·φnq (yq)

〉
.

(18)

3. EXPERIMENTAL CONSIDERATION

The road traffic noise with frequency characteristic of broad-
band was recorded at a position being 1 m apart from one side
of the national road by use of a sound pressure level meter and
a data recorder. Two kinds of data (i.e., data 1 and data 2)
for the sound pressure level of road traffic noise in two typi-
cal cases of light and heavy traffic flow with mean values of
71.4 [dB] and 80.2 [dB] were measured by using sound pres-
sure level meter (model NL-06 integral standard type, Rion
Co.) under an A-characteristic and FAST response with a time
constant of 0.125 seconds in an RMS circuit. By replaying
the recorded data through amplifier and loudspeaker in a lab-
oratory room, 6 subjects between the ages of 22-24 with nor-
mal hearing ability judged one score among 7 noise annoyance
scores6 at every 5 seconds. The experiment was conducted in a

laboratory room, and the effect of the background noise could
be ignored.

The proposed study is focused on the derivation of a new
method to predict the sound pres-sure level and noise annoy-
ance from the theoretical viewpoint. Since the purpose of the
study is to suggest a theoretical method for estimation, the use-
fulness of the proposed method was confirmed by applying it
to 6 subjects.

3.1. Experimental Consideration for
Prediction of Noise Annoyance by
Observing Sound Pressure Level

3.1.1. Comparison of the proposed method based on
conditional probability distribution and neural
network

Two cases with and in Eq. (10) were considered:

P (y |x1 ) =

P0 (y)
i∑

m=0

i∑
n=0

Amnϕm (y)φn (x1)

i∑
n=0

A0nφn (x1)

, (p = 1)

P (y |x1, x2 ) =

P0 (y)
i∑

m=0

i∑
n1=0

i∑
n2=0

Amn1n2
ϕm (y)ϕn1

(x1)ϕn2
(x2)

i∑
n1=0

i∑
n2=0

A0n1n2φn1 (x1)φn2 (x2)

.

(p = 2) (19)

Though the conditional probability distribution in Eq. (19) is
expressed in an infinite expansion series, only finite expansion
coefficients can be used in the application to real noise envi-
ronment. The expansion coefficients Amn1n2

and A0n1n2
in

Eq. (19) with m ≤ i, n1 ≤ i and n2 ≤ i (i = 1, 2, · · · , 6)
were considered in the experiment. First, these expansion co-
efficients were calculated by use of data 1 as the learning data.
Next, the noise annoyance score was predicted by observing
the sound pressure level of data 2 as the prediction data. The
prediction results are shown in Table 1 as the recognition rate.
In an ideal case with infinite numbers of data, the recognition
rate gets better with increasing order. However, a recognition
rate sometimes decreases with increasing order because excess
order includes unnecessary information in real cases with fi-
nite numbers of available data. Therefore, the optimal order
exists, and finding the optimal order becomes an important is-
sue for future development.

In this study, the best recognition rates were obtained in the
case that p = 1, i = 4 and p = 2, i = 2. One of the prediction
results is shown in Fig. 1 in the case that p = 1 and i = 4. In
this experiment, the subjects judged annoyance scores from 3
to 7 among 7 scores by hearing the replayed road traffic noise
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ŷ =

1∑
m=0

∞∑
n1=0

∞∑
n2=0

· · ·
∞∑

np=0
Amn1n2···npd1mφn1

(x1)φn2
(x2) · · ·φnp (xp)

∞∑
n1=0

∞∑
n2=0

· · ·
∞∑

np=0
A0n1n2···npφn1

(x1)φn2
(x2) · · ·φnp (xp)

. (14)

x̂ = 〈x |y 〉 =

1∑
m=0

∞∑
n1=0

∞∑
n2=0

· · ·
∞∑

nq=0
Bmn1n2···nqc1mϕn1

(y1)ϕn2
(y2) · · ·ϕnq (yq)

∞∑
n1=0

∞∑
n2=0

· · ·
∞∑

nq=0
B0n1n2···nqϕn1 (y1)ϕn2 (y2) · · ·ϕnq (yq)

. (17)

Table 1. Comparison of the recognition rate between the proposed method by
conditional probability distribution and neural network. The cells with highest
recognition rate are highlighted.

Order Proposed Method
(i) p = 1 p = 2

1 71.7% 68.9%
2 68.3% 71.4%
3 73.3% 68.1%
4 76.7% 70.6%
5 71.7% 68.1%
6 69.2% 63.9%

Neural Network
- p = 1 p = 2

- 42.5% 42.0%

Figure 1. A comparison between the predicted results by the conditional prob-
ability distribution and the neural network.

of data 1. Similarly, the result from 4 to 7 among 7 scores by
hearing of data 2 was obtained. For comparison, the prediction
results by the neural network, which is frequently used in the
field of pattern recognition, were compared with the proposed
method. The neural network of three-layer structure with the
sigmoid function in the middle layer was adopted and back
propagation was used as the learning algorithm. In the learn-
ing process of the neural network, 40 different initial values
were given to decide the synaptic weight. The number of units
in a middle layer varied from 2 to 20, and the same procedures
were repeated. After the repeated estimation processes, the
weight with best recognition rate was adopted. The proposed

Figure 2. Predicted result for the probability distribution of noise annoyance.

method shows more accurate prediction for the noise annoy-
ance than the neural network. Furthermore, the predicted re-
sult for the probability distribution of noise annoyance score
based on the observed data of sound level is shown in Fig. 2 in
the case that p = 1 and i = 4. In this figure, the experimen-
tal values were obtained directly by calculating the frequency
distribution based on the evaluation data of noise annoyance
scores by 6 subjects. On the other hand, the theoretical val-
ues were predicted by using Eq. (11) based on the measured
data of sound pressure level. The theoretically-predicted prob-
ability distribution approaches the experimental values. Espe-
cially, the theoretical value with the third approximation shows
a good agreement with the actual values for the whole proba-
bility distribution of noise annoyance.

3.1.2. Comparison between multi-dimensional non-
linear regression model and linear regression
model

The prediction results of the noise annoyance score by us-
ing the multi-dimension nonlinear regression model proposed
in Section 2.1.2 were compared with the results by the standard
linear regression model (i.e., autoregression (AR) model).8

The AR model considers only the liner correlation among in-
stantaneous values of the noise annoyance and the sound pres-
sure level. However, there are several linear and nonlinear cor-
relations among the instantaneous values. Furthermore, since
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Figure 3. A comparison between the predicted results for noise annoyance by
the proposed nonlinear regression model and the linear regression model. (a)
Prediction result for data 1; (b) prediction result for data 2.

the relationship between the noise annoyance and the sound
pressure level is nonlinear, liner regression model is not ad-
equate for expressing the relationship. Therefore, a multi-
dimensional nonlinear regression model was introduced. The
prediction equations in Eq. (14) with p = 1 and p = 2 are
expressed as follows:

ŷ = 〈y | x1〉 =
∑

yP (y |x1 ) =

=

1∑
m=0

i∑
n=0

Amnd1mφn (x1)

i∑
n=0

A0nφn (x1)

, (p = 1)

ŷ = 〈y | x1, x2〉 =
∑

yP (y |x1, x2 ) =

=

1∑
m=0

i∑
n1=0

i∑
n2=0

Amn1n2
d1mφn1

(x1)φn2
(x2)

i∑
n1=0

i∑
n2=0

A0n1n2φn1 (x1)φn2 (x2)

. (p = 2)

(20)

The expansion coefficients were considered until the order
i(i = 1, 2, · · · , 6) in Eq. (20) in the same manner as Sec-
tion 3.1.1. After calculating expansion coefficients Amn and

Table 2. Prediction errors of the multi-dimensional nonlinear regression
model and linear regression model. The cells with lowest prediction error
are highlighted.

Order Multi-dimensional
(i) Nonlinear Regression

Model
p = 1 p = 2

1 0.424 0.453
2 0.423 0.401
3 0.460 0.478
4 0.459 0.469
5 0.465 0.518
6 0.464 0.518
Linear Regression Model
- p = 1 p = 2

- 0.424 0.543

(a) Prediction errors for data 1

Order Multi-dimensional
(i) Nonlinear Regression

Model
p = 1 p = 2

1 0.551 0.602
2 0.547 0.557
3 0.622 15.7
4 0.617 21.2
5 0.625 10.3
6 0.625 7.84
Linear Regression Model
- p = 1 p = 2

- 0.825 1.91

(b) Prediction errors for data 2

Amn1n2
in Eq. (20) by use of the learning data (i.e., data 1), the

noise annoyance score was predicted based on the ob-servation
of sound pressure level of data 1 and data 2. The prediction re-
sults are shown in Table 2 (a) and Table 2 (b), respectively.
The prediction errors are shown in this table. The case of tak-
ing into consideration of the expansion coefficients until i = 2

shows the most accurate prediction among all cases, and the
better prediction result is obtained in this case than the result
by the standard linear regression model. Moreover, the pro-
posed method of expansion series type sometimes shows worse
prediction for accuracy in the case of considering some higher
order expansion coefficients. The Akaikes information crite-
rion (AIC) is well known to determine an optimal order of re-
gression models.9 When calculating the expansion coefficients
using finite number of the learning data, it is one of the future
problems to find an optimal number of expansion terms by ex-
tending the AIC. The comparison between the prediction result
of the proposed method with p = 1, i = 2 and the linear re-
gression model is shown in Fig. 3. Data 1 and data 2 are sound
pressure levels measured in two typical different situations of
traffic flow. Data 1 was measured in a situation of light traffic
flow (sound level range 55-90 dB), and data 2 was measured in
a situation of heavy traffic flow (sound level range 70-100 dB).
The two data sets appear to have quite similar varying patterns
of the sound pressure level, since the traffic flow was affected
roughly by the time period of a traffic signal existing near the
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Table 3. Prediction errors of multi-dimensional nonlinear regression model
and linear regression model. The cells with lowest prediction error are
highlighted.

Order Multi-dimensional
(i) Nonlinear Regression

Model
p = 1 p = 2

1 4.00 3.63
2 3.88 3.50
3 3.35 3.44
4 3.70 3.39
5 3.36 3.10
6 3.24 3.01
Linear Regression Model
- p = 1 p = 2

- 3.27 4.01

(a) Prediction errors for data 1 in [dB]

Order Multi-dimensional
(i) Nonlinear Regression

Model
p = 1 p = 2

1 9.06 8.88
2 8.56 9.18
3 7.83 8.49
4 8.05 8.54
5 7.79 8.05
6 7.69 12.73
Linear Regression Model
- p = 1 p = 2

- 7.78 8.91

(b) Prediction errors for data 2 in [dB]

observation point. The proposed method can predict the noise
annoyance more accurately than the standard linear regression
model by choosing the expansion terms appropriately.

3.2. Experimental Consideration for
Prediction of Sound Pressure Level by
Observing Noise Annoyance

The comparison between the proposed multi-dimension
nonlinear regression model and the linear regression model for
the prediction of sound pressure level x is considered in the
same manner as Section 3.1.2. The multi-dimension nonlin-
ear regression models with p = 1 and p = 2 are expressed as
follows.

x̂ =

1∑
m=0

i∑
n=0

Bmnc1mϕn (y)

i∑
n=0

B0nϕn (y)

, (p = 1)

x̂ =

1∑
m=0

i∑
n1=0

i∑
n2=0

Bmn1n2c1mϕn1 (y1)ϕn2 (y2)

i∑
n1=0

i∑
n2=0

B0n1n2ϕn1 (y1)ϕn2 (y2)

. (p = 2)

(21)

The comparison between the prediction results by using the
proposed method and the linear regression model is shown
in Table 3. Moreover, the prediction results of the proposed

Figure 4. A comparison between the predicted results for sound pressure level
by the proposed nonlinear regression model and the linear regression model.
(a) Prediction result by proposed method for data 1; (b) Prediction result by
linear model for data 1; (c) Prediction result by proposed method for data 2;
(d) Prediction result by linear model for data 2.
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method with p = 2, i = 6 and p = 2, i = 5 are shown in Fig. 4
(a) and Fig. 4 (b), respectively. By choosing the number of ex-
pansion terms appropriately, the proposed method shows more
accurate prediction than the results of liner regression model
for the sound pressure level.

4. CONCLUSION

In this paper, statistical methods for evaluating and predict-
ing the relationship between sound pressure level and noise
annoyance were considered. More specifically, a simple eval-
uation method for the relationship between the sound pres-
sure level (objective physical quantity) and the noise annoy-
ance (subjective amount of psychology) was derived based on
the correlation infor-mation latent in both variables from the
practical viewpoints. The theory was realized by introducing
expansion series expression of probability distribution consid-
ering not only the lower order linear correlation but also the
higher order nonlinear correlation information related to hu-
man sensitivity.

The methods for predicting the time course of fluctuation
and the probability distributions of noise annoyance score from
the observation data of sound pressure level were proposed
by introducing the conditional probability distribution and the
nonlinear regression model. Furthermore, the prediction meth-
ods for the sound pressure level based on the observation of
noise annoyance were considered. Finally, the effectiveness
of the proposed methods was investigated experimentally by
applying it to the actual data of road traffic noise. The pro-
posed approach is quite different from standard methods based
on linear regression model, and it is still in the early stage of
development of prediction method based on the correlation in-
formation of the sound pressure level and noise annoyance.
Therefore, many practical problems are left to be considered
in the future. For example, (i) the proposed method should be
applied to the other actual data of sound environment, and its
practical usefulness should be verified in each actual situation;
(ii) the optimal order selection method for the statistical regres-
sion models based on the higher order correlation information
should be investigated by considering the complexity of a phe-
nomenon and the number of data which can be used; and (iii)
the proposed theory should be extended to the actual situation
under existence of the external noise.
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