1. INTRODUCTION

In many practical applications, sound is generated by the interaction of turbulent flow with solid walls. In this situation, the sound wave experiences multiple reflections before propagation to a far field. Therefore, the sound spectrum exhibits rich frequencies content consisting of broadband and tonal components. To predict the acoustics field in these situations, a general aero-acoustic framework is required. More importantly, the employed method must often avoid many simplifying assumptions about geometry, compactness, or frequency content of sound sources.

The prediction of flow-induced noise requires accounting for the physics of both unsteady flow and the sound wave, simultaneously, since both are a solution of the compressible Navier-Stokes equation. The basic difficulties for such computations are numerous disparities between energies and length-scale in the turbulent flow and the sound field. Sound waves carry only a minuscule fraction of the flow energy, and a high-order numerical scheme is required to keep the sound wave intact. These fundamental differences are exacerbated in a low Mach number flow, where the radiated acoustic power is smaller than the hydrodynamic flow power by roughly $O(M^4)$. In addition, the acoustic CFL number imposes extremely small time steps on the numerical solution in order to resolve both acoustics and hydrodynamics. That is why it is commonly accepted that hybrid methods are more appropriate for low Mach number flows. An example of a two-step or hybrid method for nearly incompressible flows is Lighthill, who formally separated acoustics from hydrodynamics by introducing his acoustic analogy. It was shown that the flow mechanism that produced noise could be expressed in the form of equivalent sources in a uniform medium at rest, chosen as a representation of the propagation region surrounding the listener. The idea of equivalent sources has proven to be quite powerful at low Mach numbers. Curle extended the Lighthill analogy to predict the sound of turbulent-body interaction by introducing a dipole source. Ffowcs Williams and Hawking generalized previous analogies to account for moving sources and the resulting Doppler effects.

Most of the works in literature are exterior problems. In the present work, we are concerned with the noise generated by confined flows and its propagation within the ducting. The interaction of pipe flow with singularities like diaphragm, valve contractions, or pipe junctions are sources of internal noise in industrial duct networks. The problem of aerodynamics sound generation in pipes, allowing the aeroacoustics analogy by Davies and Ffowcs Williams, showed that the acoustic efficiency of turbulence within a straight infinite duct varies with frequency from a dipole-like behaviour below the cut-off fre-
quency to free-field quadrupolar efficiency as soon as a few transverse modes are cut-on. Nelson,\textsuperscript{8} Peters,\textsuperscript{9} and Piellard\textsuperscript{10} have focused on the prediction of noise generated by duct geometrical discontinuities.

Low frequencies are often considered,\textsuperscript{11} which has two advantages: firstly, the source is acoustically compact; secondly, for frequencies below the duct cut-off, the one-dimensional Green’s function can be employed. However, in many engineering products that contain ducts, the spectrum of interest often extends beyond the transverse cut-off frequency, up to several KHz. Mak\textsuperscript{12} and Han and Mak\textsuperscript{13} formulated the sound powers produced by the interaction of multiple in-duct elements at frequencies below and above the first transverse duct mode cut-on frequency.

The configuration of the present study corresponds to experiments of Van Herp et al.,\textsuperscript{14} and the DNC result of Gloerfelt and Lafon.\textsuperscript{15} The general scope of this work is to develop and validate a numerical tool for aeroacoustics noise prediction above the first cut-off frequency. This method is suitable for the determination of acoustic scattering by using an incompressible flow model in order to extend the applicability of Curle’s analogy for non-compact high Helmholtz numbers $He = 2\pi f D/c_0$. Schram\textsuperscript{16} has shown that the derivation of a BEM variant of Curle is able to predict the aeroacoustics above the first cut-off frequency and could be employed for non-compact cases. A hybrid method was introduced for acoustic computation in the entire frequency range resolved by the flow solver for compact/non-compact sources. The flow-generated sound sources are computed using an LES solver. These sources are then used as the input data for the aeroacoustic solver, which is a boundary integral equation of Curle’s analogy in the frequency domain, assuming a Hankel function as the 2-D Green’s function that was solved using a boundary element method introduced by Khalighi and Bodony.\textsuperscript{17}

The paper is organized as follows: first a derivation of the BEM variant of Curle’s analogy is given, and then validation studies of this method for the spinning of two vortex filaments in an infinite straight duct for non-compact high Helmholtz numbers are put forth. Finally, we demonstrate the applicability of the method to engineering problems by computing the sound of internal confined flow through a diaphragm in a duct.

\section{2. METHODOLOGY}

An acoustic analogy for the prediction of the acoustics field radiation by an unsteady flow consists of a forced wave equation:

$$\left(\nabla^2 - \frac{1}{c_0^2} \frac{\partial^2}{\partial t^2}\right) \phi(x,t) = q(x,t); \quad (1)$$

where $c_0$ is the sound speed, and $\phi$ is a field variable, which can be the pressure or the density perturbation. Subscript $(\cdot)_0$ denotes the reference quantities. The source $q$ can be estimated independently by an exact recombination of the continuity and momentum equations which yield to:

$$q = -\frac{1}{c_0^2} \frac{\partial}{\partial x_i} \frac{\partial q}{\partial x_j}; \quad (2)$$

in which $T_{ij} = \rho u_i u_j + (p' - c_0^2 \rho') \delta_{ij} - \sigma_{ij}$ defines the Lighthill tensor in terms of velocity components $u_i$, Reynolds stresses, non-isentropic processes, and viscous stresses $\sigma_{ij}$. If we consider duct configurations with a high enough Reynolds number for the acoustic contribution of the wall-normal dipoles to dominate over the viscous stresses and for low Mach numbers, the convection and refraction of the sound wave is negligible compared to the scattering by duct geometry.

By implementing these assumptions, the wave propagation equation is integrated in time and space and after convolution by Green’s function $G(t, x|\tau, y)$, the following is defined:

$$\rho'(x, t) = \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} G_{x,i} \frac{\partial^2}{\partial y_j \partial \tau} G_{x,j} d^3 y d\tau -$$

$$\frac{c_0^2}{2} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \left( p' \frac{\partial^2 G_{x,i}}{\partial y_j^2} - G_{x,i} \frac{\partial^2 p'}{\partial y_j^2} \right) d^3 y d\tau +$$

$$\int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \left( p' \frac{\partial^2 G}{\partial \tau^2} - c_0^2 \frac{\partial^2 p'}{\partial \tau^2} \right) d^3 y d\tau; \quad (3)$$

which would consist of treating the turbulent field as a monopole. A more appropriate formulation is obtained by performing integration by part of the volume integral of Eq. (3) to highlight the quadrupolar character of free turbulence. The third integral of Eq. (3) vanishes by virtue of causality after integration by part. This yields:

$$\rho'(x, t) = \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} T_{ij} \frac{\partial^2 G_{x,j}}{\partial y_j \partial \tau} d^3 y d\tau -$$

$$\frac{c_0^2}{2} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \left( c_0^2 \frac{\partial^2 G_{x,j}}{\partial y_j^2} + \left( p' - c_0^2 \rho' \right) \frac{\partial G_{x,j}}{\partial y_j} \right) n_i d^2 y d\tau -$$

$$\frac{c_0^2}{2} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \left( p' \frac{\partial^2 G}{\partial y_j \partial \tau} - G_{x,i} \frac{\partial \rho'}{\partial y_j} \right) n_i d^2 y d\tau. \quad (4)$$

The free-field Green’s function:

$$G(x, t|y, \tau) = \delta(t - \tau - |x - y|/c_0) \quad (5)$$

is used in Eq. (4).

A crucial step in the derivation of Curle’s analogy is the cancellation of the scattering integral with the density perturbation term of the second integral in Eq. (4). This yields the classical result:

$$\rho'(x, t) = \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} T_{ij} \frac{\partial^2 G_{x,j}}{\partial y_j \partial \tau} d^3 y d\tau -$$

$$\frac{c_0^2}{2} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \left( p' \frac{\partial G_{x,j}}{\partial y_j} n_i \right) d^2 y d\tau. \quad (6)$$

The pressure of the solid boundary appears through the dipole source. The derivation of Curle’s analogy assumes that the flow model used to quantify the equivalent sources accounts for compressibility effects, including acoustic scattering. This, however, is usually not the case for a low Mach number, for which incompressible flow modelling is much more
efficient and, therefore, preferred. The analogy is valid for a low Helmholtz number or for a compact case for which acoustical effects can be approximately described by an incompressible model. For high Helmholtz numbers, the incompressible flow model must be complemented by an acoustic correction to obtain a realistic sound. For an idealized case, the analytical tailored Green’s function with zero normal gradients at the boundary surface can correct the acoustic sound prediction, but in most industrial applications and ranges of frequencies, the problem is not amenable to an analytical solution. For internal problems, combining Curle’s analogy with the boundary element method brings the acoustical correction when using an incompressible flow model.

To do this, we start from the inhomogeneous wave propagation equation in the Fourier domain, which takes the form of the Helmholtz equation:

\[ \nabla^2 \tilde{p}_a + k^2 \tilde{p}_a = \tilde{q}; \]  
(7)

where \( k = \omega/c_0 \) is the wave number, and \( \tilde{q} = \frac{\partial^2 \tilde{T}_f}{\partial x \partial y} \) is the Lighthill tensor. In what follows, the hat notation indicating the Fourier component will be dropped for the sake of readability.

Convoluting Eq. (7) with a free-field Green’s function yields:

\[
\int_{V \setminus V_e} \left( \nabla^2 p_a - p_a \nabla^2 G \right) d^3 y = \\
\int_{V \setminus V_e} q_L G d^3 y + \int_{V} p_a \delta(x-y) d^3 y. 
\]  
(8)

In Eq. (8), the appropriate Fourier domain free-field Green’s function is \( G = \exp(-ikr)/(4\pi r) \) for the three-dimensional, and the Hankel function of the first kind \( G = \frac{1}{2} H_0^1(kr) \) for the two-dimensional simulation. At this, \( r = |x-y| \) is the distance between the source point to listener position.\(^{18}\) Subscript \( ( )_L \) has been added to quantities that are provided through the flow and subscript \( ( )_a \) to signify acoustic quantity.

In the derivation of Curle’s analogy, the listener is defined well apart from the source field at a uniform and quiescent region. On the contrary, the resolution of the boundary integral equation is performed by collocation (i.e. by placing the listener on the source region). The singularity is excluded by removing an exclusion volume \( V_e \) at Eq. (8). Its contribution will be evaluated by letting the exclusion volume shrink to zero. The point \( x \) is excluded from the integration volume \( V \setminus V_e \), therefore the third integral of Eq. (8) is zero.

Applying the Green theorem and integration by parts yields:

\[
C(x)P_a(x) = \int_{V} T_{ij} \frac{\partial^2 G}{\partial y_i \partial y_j} d^3 y + \\
\int_{\partial V} \left( -\epsilon_0^2 \frac{\partial p_a}{\partial n} G - (p_L - \epsilon_0^2 \rho_L) \frac{\partial G}{\partial n} \right) d^2 y - \\
C(x) (p_L - \epsilon_0^2 \rho_L) + \int_{\partial V} \left( \frac{\partial p_a}{\partial n} G - p_a \frac{\partial G}{\partial n} \right) d^2 y. 
\]  
(9)

Factor \( C(x) \) is the solid angle equal to 1 when \( x \) is within the volume and equal to \( \frac{1}{2} \) when \( x \) lies over a smooth surface and is equal to zero elsewhere. From the compressibility effects, we have \( \epsilon_0^2 \rho_L = p_a \) and Eq. (9) becomes:

\[
C(x)P_a(x) = \int_{V} T_{ij} \frac{\partial^2 G}{\partial y_i \partial y_j} d^3 y - \\
\int_{\partial V} p_L \frac{\partial G}{\partial n} d^2 y. 
\]  
(10)

Equation (10) is fairly similar to the classical analogy of Curle,\(^6\) with some differences related to the change from the time domain to the frequency domain, including the factor \( \epsilon_0^2 \) due to a different Green’s function in the time and frequency domains. At Eq. (6), which is the analogy of Curle, the listener is often assumed to be in a uniform and quiescent propagation region well apart from the sound production region. That is usually employed to obtain the acoustic component only while Eq. (10) yields the full-pressure fluctuation, hydrodynamic, and acoustic pressure. This results from allowing the listener to enter the source domain, unlike the Curle’s analogy.

For high Helmholtz numbers, the case would be noncompact, and with low Mach numbers, the incompressible flow is preferred, and Eq. (10) yields erroneous results, as shown by Schram.\(^{18}\) In a general case, the pressure is expressed as a sum of hydraulic and acoustic components:

\[
p_L = p_h + p_a. 
\]  
(11)

Also, the integration domain is decomposed in two parts, corresponding respectively to volume \( V_1 \) and \( V_2 \) and their boundaries \( \partial V_1 \) and \( \partial V_2 \). The domain \( V_1 \) is localized around the collection point \( x \) with dimensions acoustically compact. The solution of Eq. (10) can resolve the hydrodynamic part of pressure \( p_L \). The domain \( V_2 \) is defined as \( \partial V \). The substitution of Eq. (11) into Eq. (10) and subtracting the hydrodynamic pressure of domain \( V_1 \) yields:

\[
C(x)P_a(x) = - \int_{\partial V_1} p_a \frac{\partial G}{\partial n} d^2 y + \int_{V_2} T_{ij} \frac{\partial^2 G}{\partial y_i \partial y_j} d^3 y - \\
\int_{\partial V_2} (p_h + p_a) \frac{\partial G}{\partial n} d^2 y = \\
- \int_{\partial V_1} p_a \frac{\partial G}{\partial n} d^2 y + \int_{V_2} T_{ij} \frac{\partial^2 G}{\partial y_i \partial y_j} d^3 y - \\
\int_{\partial V_2} p_h \frac{\partial G}{\partial n} d^2 y; 
\]  
(12)

where the boundary integrals involving the acoustic pressure \( p_a \) have been grouped together. The wall pressure is the sum of the hydrodynamic component from an incompressible flow model and an acoustical component, which is the solution of Eq. (12).

From the boundary element solution\(^{20}\) of Eq. (12), the first resolved acoustic component of wall pressure then must be summed up with hydrodynamic pressure to give the total dipole source of Eq. (6). The classic formulation of Eq. (6) is used to obtain the acoustic field at the listener’s position in the propagation region.
3. VALIDATION

The acoustic pressure calculated by the hybrid approach is validated against the analytical solution of the tailored Green’s function. The benchmark is a two-dimensional case of two filament vortices spinning within an infinite duct with height $h$. Through the simplicity of this test case, both the flow and acoustic field along the duct can be derived from an analytical calculation. The sound prediction is obtained in two ways. The first approach consists of using the tailored Green’s function built from the duct mode. This approach provides the reference solution. The second method is our hybrid formulation, using a free-field Green’s function, which is the Hankel function of the first kind. The quadrupole source terms and unsteady hydrodynamic pressure are obtained from an analytical derivation from the vortex model. An incompressible flow description is derived from the Biot-Savart induction of the two spinning vortices by a distance of $h/2$. The relevant Mach number is 0.5 with a speed of sound of $c_0 = 340$ ms$^{-1}$. The velocity formula of the computational domain and the trajectories of the two vortices and unsteady pressure distribution at the wall are formulated in Appendix A.

The simplicity of this configuration allows for the analytical solving of the 2-D Helmholtz equation:

$$\nabla^2 G_1 + k^2 G_1 = \delta(x - x_0)\delta(y - y_0). \quad (13)$$

With boundary condition $\partial G/\partial n = 0$, the 2-D tailored Green’s function $G_1$ can be expressed as an infinite sum over the duct modes:

$$G_1(x, y|x', y') = \frac{i}{h} \sum_{n=0}^{\infty} \frac{1}{k_n} \cos\left(\frac{n\pi y}{h}\right) e^{-ik_n(x-x')\cos\left(\frac{n\pi y'}{h}\right)}.$$  \quad (14)

With $k_n = (k^2 - \mu_n^2)^{1/2}$, $\mu_n = n\pi y/h$ and the -- and + sign correspond to waves propagating, respectively to the right and left from the source. Substituting the tailored Green’s function Eq. (14) into Eq. (13) yields the acoustic pressure:

$$P_a(x, y, \omega) = \int_\nu \int_\nu \int_\nu T_{ij} \frac{\partial^2 G}{\partial x^i \partial y^j} dx' dy' \left\{ - ik_n \cos\left(\frac{n\pi y'}{h}\right) T_{11}(x', y', \omega) - \frac{i\pi n^2}{h^2 k_n} \cos\left(\frac{n\pi y'}{h}\right) T_{22}(x', y', \omega) \right\} dx' dy'. \quad (15)$$

The series is truncated beyond a sufficient number of evanescent modes. Equation (15) is an exact solution of the ducted vortex spinning problem.

The duct extends in the axial direction between $x/h = -5$ and 5, and has a unit height $h = 1$. The first cut-on frequency in the $x$-direction corresponds to the Helmholtz number $He = \pi$, and the second cut-on is $2\pi$. An acoustical impedance boundary condition $Z = \rho c_0$ at both ends of the duct is applied to have non-reflection boundary conditions at the hybrid numerical method in order to permit comparison with the infinite duct reference solution. Figure 1 shows the real acoustic pressure at the upper wall from the hybrid and exact numerical solutions at the Helmholtz number equal to $He = 2$. The hybrid method covers the results of the exact solution.

The acoustic pressure from the hybrid method and the analytical method are compared for frequencies covering the range of the Helmholtz number from 1 to 10. Figure 2 shows the acoustical pressure calculated from hybrid and exact methods at the coordinate of $(2.025, 0.175)$. At frequencies below the first transverse duct mode, as shown in Fig. 1, the hybrid method results are very close to the results of the analytical solution. By increasing the frequency to above the frequency of the first and second transverse duct modes, the accuracy of the hybrid sound prediction method will begin to deteriorate as shown in Fig. 2. The acoustic pressure contours below and above the cut-on frequencies, and Helmholtz numbers of 2, 2.4, and 4.8 are presented respectively in Fig. 3, where the results from the hybrid method and the exact solution are compared.

Figure 1 and Fig. 3(a) are at $He = 2$, where the hybrid method is in excellent agreement with the results of the exact solution. However at $He = 2.4$, some difference can be observed, and at $He = 4.8$ the differences increase, but the comparison is still acceptable. Hence, by comparing the results of the hybrid method to that of the exact solution of this test
case, the reliability of this hybrid method can be concluded. For industrial applications, the geometries and problems are sufficiently complicated so that the analytical formulation cannot be performed to derive an exact solution of the problems. Therefore, using the hybrid approach is forced. In this work, we utilize our hybrid solution of the sound wave equation for the prediction of sound generated by a diaphragm through a duct. Since the flow field is also quite complicated, a computational fluid dynamic is needed to simulate the flow through the diaphragm. In this way, we can compute the sound source terms needed in the acoustic calculations. In order to accurately predict the flow quantities, such as the velocities and pressure fluctuations, Large Eddy Simulation (LES) is the most feasible choice.

4. SOUND GENERATION

This section presents the applicability of the hybrid method to the computation of noise by a turbulent flow through a diaphragm in a duct at low Mach numbers. Direct noise computation for flow over this configuration was carried by Gloerfelt and Lafon.\textsuperscript{15} The source fluctuations in the flow are first computed by a Large Eddy Simulation (LES) of an incompressible fluid with the Dynamic Smagorinsky Model,\textsuperscript{22–24} and then they are fed to the following hybrid acoustical computation as input data.

4.1. Governing Equation

The flow field is computed with a three-dimensional incompressible Large Eddy Simulation (LES) using a finite-volume code to simulate the aerodynamic field. The underlying numerical scheme consists of a fully conservative second-order FV space discretization with a collocated arrangement of variables on a non-orthogonal grid. For the time discretization, an implicit second-order scheme is employed, while a non-linear multi-grid scheme, in which the pressure correction method acts smoother on the different grid levels, is used for convergence acceleration. In LES, the flow field is decomposed into a large-scale or grid scale (GS) component and a sub-grid scale (SGS) component, given for a field variable \( \phi = \langle \phi \rangle_{GS} + \langle \phi' \rangle_{SGS} \).

The GS component is obtained by filtering the entire domain using a grid filter function. The filtering operation removes the SGS turbulence from the Navier-Stokes equation. The resulting governing equations are then solved directly for the GS turbulence motions, while the effect of the SGSs is computed using an SGS model, such as the classical Smagorinsky model used in this work.\textsuperscript{22}

The governing equations of the LES are spatially filtered as:

\[
\frac{\partial \tilde{\pi}_i}{\partial t} + \frac{\partial \tilde{\pi}_i}{\partial x_j} \left( \tilde{u}_i \tilde{u}_j + \tau_{ij} \right) = -\frac{1}{\rho} \frac{\partial \tilde{p}}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \nu \left( \frac{\partial \tilde{\pi}_i}{\partial x_j} + \frac{\partial \tilde{\pi}_j}{\partial x_i} \right) \right),
\]

where \( u \) and \( p \) are the grid-scale components, and \( \nu \) is the kinematics’ viscosity. The viscous stress tensor \( \tau_{ij} \) is modelled as a Newtonian fluid \( \tau_{ij} = 2\mu \tilde{S}_{ij} \), where \( \mu \) is the dynamic molecular viscosity, and \( \tilde{S}_{ij} \) is the deviatoric part of the deformation stress tensor. The sub-grid scale (SGS) stress tensor \( \tau_{ij} \) is defined by:

\[
\tau_{ij} = \tilde{\pi}_{i} \tilde{u}_j - \tilde{\pi}_{j} \tilde{u}_i.
\]

The Smagorinsky closure is applied to the SGS stress \( \tau_{ij} \):

\[
\tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2\nu_{SGS} \tilde{S}_{ij};
\]

where \( \nu_{SGS} = (C_s \Delta)^2 |\mathbf{S}|, |\mathbf{S}| = \sqrt{2\tilde{S}_{ij} \tilde{S}_{ij}} \), \( \tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right) \).

The quantity \( \Delta \) is the size of the grid filter and \( C_s \) is the Smagorinsky coefficient that is computed with the Dynamic Smagorinsky Model (DSM) where modification by Lilly is...
The symbol \( \tilde{\cdot} \) represents a test filtering operation where \( \tilde{\Delta} / \Delta \approx 2 \) and \( '()' \) represent an averaging operation. The filter is the Laplacian operation.\(^{25}\) The chosen configuration was shown in Fig. 4.

The cross-sectional area \( h_c \times l_c = 80 \times 100 \text{ mm}^2 \). The slit-shaped aperture of the diaphragm has a height, \( h = 35 \text{ mm} \), and spans the transverse width of the duct. The mesh used is a non-uniform Cartesian grid with 813,500 cells. The diaphragm and spans the transverse width of the duct. The mesh used is a non-uniform Cartesian grid with 813,500 cells. The diaphragm is located at the 42nd grid point in the \( x \)-direction and extends over 15 points horizontally and 19 points vertically. The duct length downstream the diaphragm is then at 1.8 m. The grid is refined near the rectangular aperture and then stretched with the rate of 6%. The grid in the \( y \)-direction is uniform over the diaphragm aperture with \( \Delta y = 2 \text{ mm} \). The mesh size in the span-wise \( z \)-direction is \( \Delta z = 2 \text{ mm} \). A CFL number of 0.9 and \( \Delta x_{\min} = 0.375 \text{ mm} \) near the rectangular aperture leads to a time step \( \Delta t = \text{CFL} \times \Delta x_{\min}/c_0 = 9.75 \times 10^{-7} \text{ s} \). Approximately 200,000 time steps (i.e. 0.2 s of physical time) are performed. The inlet velocity is 6 m/s and the Reynolds number based on the height of the diaphragm is \( Re_h = 14000 \). The Reynolds number based on the height of the duct is \( Re_h = 33000 \). The cut-off frequency according to a maximum mesh size of \( \Delta x_{\max} = 18 \text{ mm} \) at the outlet is about 2500 Hz.

The flow parameters used in the experimental setup\(^{14}\) are \( p_\infty = 10^5 \text{ Pa}, \rho_\infty = 1.168 \text{ kg/m}^3, c_\infty = 346.15 \text{ m/s} \), which are the freestream pressure, density, and sound speed, respectively. The kinematic viscosity of the air is \( \nu_\infty = 1.46 \times 10^{-5} \text{ m}^2/\text{s} \).

The component of the average velocities in Fig. 5 illustrates that the flow through the diaphragm can be separated into three regions: first, the uniform flow in the upstream duct, second, the jet-type flow emanating from the diaphragm where most acoustic energy is produced, and third, the uniform flow in the downstream duct segment after \( x = 0.4 \text{ m} \).

An asymmetric flow, in spite of the symmetric test section and symmetric inlet and outlet, called the Coanda effect\(^{30}\) occurred in this case. An increase of velocity near one wall is accompanied with a decrease in the pressure, and then a pressure difference is established across the duct, this will maintain the asymmetry of the flow. This break in the symmetry can be associated with a pitchfork bifurcation. At lower Reynolds numbers, experiments and stability analyses show that a constricted channel has a unique symmetric solution below a prescribed Reynolds number, dependent on the contraction ratio and on the shape of the contraction. Above this critical Reynolds number, a pitchfork bifurcation results in a stable asymmetric flow. In the present simulation, the reattached point from the jet was about \( x = 170 \text{ mm} \) at the upper wall. For comparison, an attachment point was near \( x = 175 \text{ mm} \) in the work of Glerfert,\(^{15}\) and an attachment point near \( x = 150 \text{ mm} \) has been measured by particle image velocimetry (PIV) for the same geometry but with an incoming velocity of 14 m/s.\(^{27}\) The choice of one side or the other is dependent on the subtle details of the initialization and transient history of the flow, which can place the flow in the domain of attraction of one or the other solutions in the multidimensional state space.

Power Spectral Densities (PSD) of vertical velocity at several locations in the upper shear layer are shown in Fig. 6. Data are evaluated for 2400 samples with a resolution of 0.6 Hz and a sampling rate of 25 kHz. The similarity parameter \( \eta = (y - y_{0.5}) / \delta_0 \) shows that the mean stream-wise velocity profiles collapse for \( \delta_0 = 1 \text{ mm} \) instead of 0.7 mm\(^{15}\). (See Fig. 7.) This momentum thickness corresponds to the Strouhal number \( St_{\delta_0} = f \delta_0 / U_m \), equal to 0.019, close to the value of 0.017 for the most unstable frequency of a hyperbolic tangent velocity profile in the linear stability analysis.\(^{28}\) In the similarity parameter, \( y_{0.5} \) corresponds to \( \eta = 0.5 U_m / U_m \), equal to 0.019 at different longitudinal locations.

A peak centred around the Strouhal number 0.019 corresponding to the frequency 368 Hz is presented at \( (x, y, z) = (0.04, 0.01, 0.0) \). This peak therefore indicates the presence of Kelvin-Helmholtz instability in the jet shear layer. Other points exhibit a more broadband content correlating to the periodic shedding and collapse of large-scale jet column instabilities.

### 4.2. Acoustic Simulation

At a 2-D slice of the duct, in the central plane of the diaphragm, the acoustic pressure was computed with the hybrid method. An acoustic computation is performed based on the acoustic source terms computed by LES simulation. Since...
Figure 6. PSD of instantaneous vertical velocity fluctuations $v'$ in m$^2$/s$^2$/Hz vs. Strouhal number. From top to bottom, measured points located at $y = 0.01$, $z = 0$, $x = 0.04$, $0.12$, and $0.16$.

the flow field is simulated as three-dimensional, the acoustic source terms are calculated at the central surface of the duct in the $xy$ plane. Then they are fed to the aeroacoustic solver code for the prediction of the noise generated by the turbulence flow inside a duct.

Spatial filtering according to Eq. (23) is applied to the smooth source outgoing from the source region.

$$w(x) = \begin{cases} \frac{1}{1 - \frac{x-x_1}{L_1}} & x \leq x_1 \\ \frac{1}{1 - \frac{x-x_1}{L_1}} & x > x_1 \end{cases}$$

(23)

where $x_1$ is defined as the position from which the weighting is applied, and $L_1$ is the length of the subdomain where the weighting is applied.

The acoustic power is obtained from acoustic intensity $I$ in the outlet section of the duct:

$$P_{dB} = 10 \log \left( \frac{I}{I_{ref}} \times S \right)$$

(24)

$$I = \frac{1}{\rho_0 C_0} \int [\text{PSD}(p')] (f) df;$$

(25)

where $I_{ref} = 10^{-12}$ Wm$^2$. At the inlet and outlet of the duct, the acoustic power is equal to 71.5 dB and 80.3 dB, respectively, which are close to the 69 dB and 78.8 dB from the DNC result of Gloerfelt and Lafon. The total acoustic power is obtained by summing the acoustic intensities in the inlet and outlet sections. From our hybrid method of prediction of sound, the total radiated power 80.8 dB are calculated, that the value of 79 dB was referred in the work of Gloerfelt and 79.3 dB in the empirical $U^4$ law based on the experimental work of Van Herpe. The power acoustic result predicted by the hybrid method at the outlet boundary is compared with the DNC results in Fig. 8. The measured power spectrum is an average of ten samples. The DNC result only exists up to a frequency equal to 2000 Hz, which is lower than 2163 Hz, which is the cut-off frequency associated to the duct height, $D$.

The acoustic pressure maps in the computational domain of the diaphragm are shown in Fig. 9. This shows the imaginary part of the acoustic pressure in the Fourier domain at above and below the first frequency of the cut-off mode in the ducted diaphragm. Figure 9(a) is at $f = 2000$ Hz, which is below the cut-off frequency, and Fig. 9(b) shows the imaginary part of the acoustic pressure at $f = 3500$ Hz, which is above the cut-off frequency. The change in the formation of the acoustic pressure map below and above the first transverse mode of the duct is clearly obvious at Fig. 9. The acoustic pressure contours corresponding to the imaginary part of the acoustic pressure contours for the straight duct were shown in Fig. 3.
Figure 9. Imaginary part of acoustic pressure at: (a) $f = 2000$ Hz, (b) $f = 3500$ Hz. Levels between $-0.002$ and $+0.002$.

5. CONCLUSIONS

This work proposes a hybrid method that consists of an incompressible flow solver and boundary element method (BEM) for accurate prediction of sound generated by complex flows at low Mach numbers.

This approach was carefully validated for two spinning vortex filaments in an infinite two-dimensional duct. The results show excellent agreement between the hybrid method and the analytical acoustic field.

The proposed approach can predict the acoustic field in geometries of arbitrary extent and complexity, compact or non-compact, and high Helmholtz numbers.

As a demonstration of an engineering application, the sound generation over a diaphragm, which is applicable in heating, ventilating, and air-conditioning (HVAC) systems of automotive industries, was studied. The result of the hybrid approach was in good comparison with the DNC results in the frequency range adequately resolved by the numerical method.
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An incompressible flow description is obtained by integrating the reciprocal Biot-Savat induction of the two spinning vortices. The 2-D velocity field \((u, v)\) induced by the two spinning vortex filaments is derived from the complex velocity potential: \(u - iv = dw/dz\), where \(z = x + iy\) is the complex coordinate. The complex velocity potential is \(w(z) = \Phi + i\Psi\), where, \(\Phi\) is the real velocity potential, and \(\Psi\) is the stream function. The resulting velocity potential due to the vortex \(n\) at the coordinate \(z_n\) is therefore:

\[
w(z) = -\frac{i\Gamma}{2\pi}\left\{ \log(z - z_n) - \log(z - (z_n + ih - 2iy_1)) + \log(z - (z_n - 2ih)) - \ldots - \log(z - (z_n - ih - 2iy_1)) + \log(z - (z_n + 2ih)) - \ldots \right\}; \tag{A.1}
\]

where \(\Gamma = 85\) m\(^2\) s\(^{-1}\) is the circulation of each vortex. The duct height \(h = 1\) m and the density \(\rho = 1.225\) kg/m\(^3\) are used to normalize the other quantities. The vortex filaments are initially placed over the duct axis, separated by a distance \(d = h/2\). The relevant velocity and Mach number are \(U = \Gamma/d\) and \(M = \Gamma/(dc_0) = 0.5\) with a speed of sound \(c_0 = 340\) m/s. The velocity field and the wall pressure inside the duct, induced by the two spinning vortex filaments, is performed in two steps. In the first step, the trajectories of the two vortices are integrated in time, by evaluating the velocity field induced at each vortex position by the other filament. The velocity field over the whole duct domain can then be obtained from the complex potential induced by the two vortices at each time step. The ODE function of Matlab was used to solve the trajectory of the two vortices by time-marching the equations for the position of each vortex filament \(m\), induced by its potential and the potential due to the other vortex \(n\), accounting for their images:

\[
u_m = -\frac{\Gamma}{4h}\left\{ \sin\left(\frac{\pi(y_m - y_n)}{h}\right) - \cos\left(\frac{\pi(x_m - x_n)}{h}\right) + \cosh\left(\frac{\pi(x_m - x_n)}{h}\right) \sin\left(\frac{\pi(x_m + x_n)}{h}\right) \right\}; \tag{A.2}
\]

\[
u_n = -\frac{\Gamma}{4h}\left\{ \sin\left(\frac{\pi(x_m - x_n)}{h}\right) - \cos\left(\frac{\pi(y_m + y_n)}{h}\right) + \cosh\left(\frac{\pi(x_m - x_n)}{h}\right) \sin\left(\frac{\pi(y_m + y_n)}{h}\right) \right\}; \tag{A.3}
\]

for \(m, n = 1, 2\) \((m \neq n)\). Integrating the unsteady Bernoulli equation:

\[
\frac{\partial \Phi}{\partial t} + \frac{|V|^2}{2} + \int \frac{dp}{\rho} = 0. \tag{A.4}
\]

Along each wall, yields the unsteady pressure distribution at the wall, which is related to the local value of the velocity potential and slip velocity:

\[
p_w = -\rho \left( \frac{\partial \Phi_w}{\partial t} + \frac{u_m^2}{2} \right). \tag{A.5}
\]

Once the kinematics of the vortices have been integrated, the velocity field at any point within the duct, except at the filament position, can be obtained from the summed velocity potentials of the vortices \((A.1)\) with \(n = 1, 2\). At every time step, velocity fields corresponding to the azimuthal velocity within a core size \(\delta\) from the vortex filament considered as:

\[
u = -\frac{\Gamma}{2\pi x^2 + y^2 + \delta^2}; \quad v = \frac{\Gamma}{2\pi x^2 + y^2 + \delta^2}. \tag{A.6}
\]

The core sizes are kept small compared to the distance between the vortices to be consistent with filament-based mutual induction model, therefore it is considered to be equal to \(\delta = h/50\).