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Editor’s Space

What I Don’t Know Part 2 of 2

The U.S. Occupational Safety
and Health Administration

(OSHA) 90 dBA Exposure Limit. This OSHA limit purports
to protect workers’ hearing. No one ever accused me of
knowing too much about the health effects of noise. If asked,
I quote the OSHA limits. I wonder how much “good science”
was used to develop the criteria. Consider the available
technology back then: no integrating sound level meters,
many noisy industries, no standard measuring methodol-
ogy, and strong politics to encourage or kill a regulation’s
development. So I ask, what data were used to determine
whether hearing damage may ensue if someone is exposed to
A-weighted sound pressure levels of 90 dB for 8 hours/day
for his or her lifetime? I do not question the intense-noise
relationship with hearing loss, I just wonder how the data were
considered sufficient enough to be so precise in the wording
of 29CFR1910.95. Without sophisticated instrumentation
(like dosimeters or integrating-averaging meters), and mea-
surement methodology, I suspect there was not such strong
epidemiological evidence between a particular noise level and
the expected hearing loss.

Correcting’ for Ambient Noise. To correct for ambient
noise, we normally use an equation that is in the form of a
table: Lp(source) = f [Lp(source+ambient) − Lp(ambient)].
The equation and table require that Lp(source+ambient) be
greater that Lp(ambient). From this table, if the difference be-
tween the source with only the ambient is 10 dB, then the cor-
rection is about –0.5 dB; if the difference is 5 dB, then the cor-
rection is about –1.5 dB, and if the difference is 3 dB, then the
correction is –3 dB. If we continue using the equation and the
difference is only 1 dB, then the correction is –6.8 dB. How-
ever, the conventional rule of thumb is if the source with the
ambient is within 3 dB of the ambient alone, then the measure-
ment of the source can’t be made. Why the restraint? Keep
in mind that community noise, especially ambient noise, is of-
ten not steady, which complicates the situation (little guidance
is given to defining ambient noise, especially compared to a
maximum fast, A-weighted sound pressure level). I suspect
this is because of the uncertainty in the instrumentation spec-
ifications. Perhaps, with old analog meters, accurately read-
ing a fast moving needle, or averaging it, gave an uncertainty
of 3 dB. Also, the 3 dB limit could arise from the uncertain-
ties allowed in the sound level meter standards with different
“classes” of instruments. I am suggesting we are currently
putting too much time and effort into the measurements and
instrumentation than is necessary for the appropriate applica-
tion of the results.

Transmission Loss (TL). This is a measure of the noise in-
sulation of a partition. I want to discuss what the measured
results mean. A flat panel is placed at the opening between
two reverberation rooms. Noise is produced in one and the
sound pressure level on both sides is measured. The panel
area and the receiving room absorption are used to get a TL
value. But what is being measured? The specimen’s size,
shape, and boundary conditions have a large effect on the TL
measured. Leaving aside the specimen’s internal construction,
the TL frequency response will be a function of the aspect ra-
tio, the boundary conditions, and the size. Imagine that a very
large specimen would have a very low, low-frequency loss and
vice versa for a very small specimen. What confidence can we
have with the TL test results?

Uncertainty. Every measurement has an associated un-
certainty. It arises from instrumentation imprecision, lack of
known bias, operator variability, and procedure variations. Ev-
ery test method, test report, and piece of test data should have
an associated uncertainty so readers know the data is impre-
cise. This should also go for every algorithm. Since an algo-
rithm is an approximation of a physical process, some uncer-
tainty, determined when the algorithm was developed, should
be part of it. The user of the algorithms, consultant or cus-
tomer, should know that the prediction is no better than the un-
certainty. Of course, this complicates reports and explanations
and makes our jobs harder.

Field Transmission Loss. If laboratory transmission loss
TL results are not well understood, then the field versions are
even worse. A realistic comparison between the field and lab-
oratory values of TL is fraught because variability of room dif-
fusion and volume, flanking, measurement method, and spec-
imen area are often impossible to reproduce in the laboratory.
My recommendation is to abolish the concept of Field TL and
use Noise Reduction (NR) which, in my opinion, is the only
realistic measure of isolation of partitions. We should forget
trying to compare laboratory tests with field tests.

Richard J. Peppin
Director, IIAV
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Investigation on a High-Frequency Controller for
Rotor BVI Noise Alleviation
Alessandro Anobile, Giovanni Bernardini and Massimo Gennaretti
Department of Engineering, Roma Tre University, Via della Vasca Navale 79, 00146, Rome, Italy
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Among the several sources of acoustic annoyance produced by rotorcraft in operating conditions, blade-vortex
interactions (BVIs) capture the interest of much of the current research. This paper deals with the reduction of BVI
noise from helicopter main rotors by application of the active twist rotor concept (ATR), exploiting smart materials
for twisting blades through higher-harmonic torque loads. An optimal, multi-cyclic, control approach is applied
to identify the control law driving the ATR actuation during the occurrence of severe BVI events. Numerical
predictions are obtained through a computational tool that is able to predict the aeroelastic response of the rotor
blades and the emitted noise in arbitrary steady flight conditions. The approach for the control law identification
is described and numerical results concerning aeroelastic and aeroacoustic performance of the controlled rotor are
presented to assess the proposed methodology.

NOMENCLATURE
faer, f

nl
str Forcing terms of linear structural dynamics

m Generalized ATR torque moments
p′T , p

′
L Thickness and loading noise

q Vector of the Lagrangian coordinates
r Distance between source and observer positions
u, z Vectors of control and output variables
v Flow velocity
x,y Observer and source position
G Unit-source solution of the Laplace equation
Gu,Gz Gain matrices
J Cost function
M,C,K Mass, damping and stiffness matrices
S

B
, S

N

W
, S

F

W
Body, near wake and far wake surfaces

T Input-output control transfer matrix
Wu,Wz Optimal control weighting matrices
c0, p0, ρ0 Speed of sound, pressure and density

of undisturbed medium
τ Emission time
ϕ

S
, ϕ

I
Scattered and incident velocity potential

un, vn Flow and body normal velocity components

1. INTRODUCTION
The acoustic annoyance is one of the critical issues concern-

ing the flight of helicopters. The main rotor plays a crucial role
in noise generation, through several aerodynamic phenomena
that affect its performance. Among these, blade-vortex interac-
tions (BVIs) are relevant sources of noise. Indeed, BVI noise
has an impulsive nature, which is particularly annoying for the
human ear and typically occurs when the helicopter is in de-
scent or in slow advancing flight1, 2 (i.e., when it operates near
the ground and the community). As a consequence, prediction
and control of BVI noise (in terms of magnitude and directiv-
ity pattern) are important issues for rotorcraft designers both
for civil applications and for improving stealthiness in military
missions.

Identification of optimal rotor blade shapes and active con-
trols, as well as a definition of optimal minimum noise de-
scent trajectories are strategies extensively investigated by re-

searchers to reduce the acoustic impact of helicopters on com-
munities. Active control systems are particularly suitable for
BVI alleviation, in that severe BVIs occur during low speed
flight when more power is available to actuators, as compared
to high speed forward flight. Approaches based on higher har-
monic blade control have been investigated in detail, both nu-
merically and experimentally in the past literature.2–5 Specifi-
cally, the attention has focused mainly on two types of control
systems: the individual blade control (IBC), for which each
blade is controlled in the rotating frame through pitch links
or flaps, and the so-called higher harmonic control (HHC),
which acts on all the blades simultaneously by driving the
non-rotating component of the swashplate. The benefits of
HHC and IBC in reducing both vibrations and acoustic annoy-
ance have been widely discussed, although some drawbacks
emerged. Besides problems related to the increase of weight
and complexity of the actuation devices, the way these con-
trollers act for BVI noise reduction often corresponds to an in-
crease in low-frequency noise content and in rotor vibration
levels.2, 6 Furthermore, the actuators that are typically used
for the conventional active control are characterized by limited
frequency bandwidth and high vulnerability of the hydraulic
systems. Active materials help to overcome most of these lim-
itations, since they operate through the direct conversion from
the electrical signal to the mechanical deformation of the mate-
rial. This allows low-mass and high-bandwidth actuators thus
increasing the ability to control the aeroelastic behavior of the
individual blades for cancelling the unsteady high-frequency
aerodynamic loads, which are the main cause of rotor noise
and vibrations. Indeed, in recent years increasing attention to
the application of the smart materials to rotorcraft systems has
been paid by the research community.7–12

This paper presents an IBC controller relying on active twist
rotor (ATR) actuation that is aimed at reducing high-frequency
rotor noise aerodynamically generated by BVIs. It is an ex-
tended version of the work recently presented by the authors,13

where the conceptual idea of this active twist BVI-controller
has been introduced.

The proposed control strategy relies on high-frequency actu-
ation to generate loads aimed at direct suppression/alleviation
of those due to BVI. This approach is different from the more
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commonly used ones that apply low-frequency (2 to 6/rev) ac-
tuators to alter key factors of BVI phenomena, such as miss-
distance and blade-vortex interaction angle.14 It operates in
bounded time slots during blade rotation through small, local-
ized blade torsional moments. This allows the system to evolve
unaffected by the controller in the rest of the revolution. In this
way, BVI phenomena (and related emitted noise) are altered
where they occur, which minimizes the onset of negative by-
products effects like, for instance, vibratory hub loads increase.
The actuation is driven by a control law identified by an opti-
mal, multi-cyclic control method based on main rotor aeroe-
lastic/aeroacoustic numerical simulations. The control law is
synthesized by using as control variables the blade torsional
deformations, that are suited for suppressing high-frequency
BVI loads. The corresponding ATR actuation torques are de-
termined by the application of a simplified linear blade-torsion
aeroelastic differential formulation. A high-frequency, BVI-
effects alleviation approach is presented also by Modini et
al.,15 where the control law is determined through numeri-
cally efficient two-dimensional parallel-BVI simulations, al-
though not accounting for influence of aeroelastic phenomena.
Note that the technological feasibility of the proposed high-
frequency controller is still an open issue, although much re-
search is under development in this field.6 Thus, the goal of
this paper is to explore its potential performance, as well as to
provide an efficient procedure for synthesis and application of
control law.

In the following section, the theoretical formulations imple-
mented in the simulation numerical tools applied for control
synthesis and verification are briefly outlined. Section 3 pro-
vides a detailed description of the control methodology pro-
posed, and finally Section 4 presents and discusses numerical
applications aimed at assessing its capability to reduce BVI-
induced blade loads and noise.

2. ROTOR BVI NOISE PREDICTION

The simulation of the acoustic disturbance generated by ro-
tors in BVI conditions is a multidisciplinary task; accurate
modelling of blade aeroelasticity and aerodynamics is required
to yield the blade surface pressure distribution that, in turn,
is the input to an aeroacoustic tool providing the radiated
noise. Indeed, blade and wake deformations strongly affect
BVI phenomena through the corresponding blade-wake miss
distance. However, the prediction of the aeroelastic behav-
ior is of paramount importance for the proposed controller, in
that it is based on blades aeroelastic twist response to actuation
torques.

The following sections provide a brief outline of the method-
ologies applied in this work to obtain BVI noise predictions
used for synthesis and verification of the proposed controller
(an extensive validation of them is available, for instance, in
Gennaretti et al.16 or Bernardini et al.17).

2.1. Rotor Aeroelastic Modeling
Aeroelastic responses are obtained by combining a blade

structural dynamics model with aerodynamic loads given by a
quasi-steady sectional formulation corrected with wake inflow.

Blade structural dynamics is described through a beam-like
model. It derives from a nonlinear, bending-torsion formu-
lation valid for slender, homogeneous, isotropic, nonuniform,
and twisted blades, undergoing moderate displacements.18 The

radial displacement is eliminated from the set of equations by
solving it in terms of local tension, and thus the resulting struc-
tural operator consists of a set of coupled nonlinear differen-
tial equations governing the bending of the elastic axis and the
blade torsion.19 If present, the effects of blade pre-cone angle,
hinge offset, torque offset, and mass offset are included in the
model.20

The aerodynamic loads are evaluated through the quasi-
steady approximation of the Greenberg sectional theory.21

Three-dimensional, unsteady effects deriving from the wake
vorticity are taken into account through the influence of the
corresponding wake inflow on the downwash at the blade cross
sections. The evaluation of the wake inflow is obtained by the
boundary element method (BEM) for the solution of a bound-
ary integral equation approach, suited for the analysis of po-
tential flows around helicopter rotors in arbitrary flight condi-
tion.16

Coupling blade structural dynamics with aerodynamic loads
yields an aeroelastic integro-partial differential system of equa-
tions. These are spatially integrated through the Galerkin ap-
proach with the description of elastic axis deformation and
cross-section torsion as linear combinations of shape functions
satisfying the homogeneous boundary conditions. This yields
a set of nonlinear, ordinary differential equations of the type

M(t) q̈ + C(t) q̇ + K(t)q =

f nlstr(t,q) + faer(t,q) + m(t); (1)

where q denotes the vector of the Lagrangian coordinates,
M,C, and K are time-periodic, mass, damping, and stiffness
structural matrices that represent the linear structural terms,
while m denotes the generalized torque moments driving the
ATR actuation. Nonlinear structural contributions are col-
lected in the forcing vector f nlstr(t,q), whereas vector faer(t,q)
collects the generalized aerodynamic forces. Since the aim
here is to predict the aeroelastic periodic response during
steady flight, the aeroelastic system in Eq. (1) is solved by
using the harmonic balance approach.20, 22 It is a methodol-
ogy suitable for the analysis of the asymptotic solution (as
time goes to infinity) of differential equations forced by pe-
riodic terms, as in the present case. Because of the presence
of nonlinear contributions deriving both from structural terms
and from the free-wake aerodynamic loads prediction, the fi-
nal system has to be solved using an iterative approach. To this
aim, the Newton-Raphson procedure is applied. In the itera-
tive loop, BEM boundary conditions and corresponding wake
inflow are continuously updated accordingly to actual blade
aeroelastic response.

2.1.1. Linearized Blade Torsion Dynamic Response

As mentioned in Section 1, in the control feedback process
a simplified aeroelastic model is used to identify the ATR ac-
tuation torque moments, as those yielding (rapidly, but with a
satisfactory degree of accuracy) the optimal blade torsion de-
formation indicated by the control law (see Section 3). Specif-
ically, for the aeroelastic inverse problem used in the feedback
process to determine the actuation torque moments, a reduced
version of Eq. (1) describing only the linear torsion behavior
is applied. The resulting simplified aeroelastic formulation for
the torsional degrees of freedom, qT , reads:

MT (t) q̈T + CT (t) q̇T + KT (t)qT = faer,T (t) + m(t); (2)

240 International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016
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where MT ,CT , and KT represent linear structural and aero-
dynamic contributions, and faer,T (t) denotes generalized aero-
dynamic torque moments independent on blade deformation.

2.2. Rotor Aerodynamic Solver
As already mentioned, the aerodynamic loads collected in

faer and faer,T are obtained by the spanwise integration of
loads from the Greenberg sectional theory.21 In order to be
able to predict BVI occurrence and corresponding aeroelas-
tic effects, a three-dimensional, free-wake inflow correction
is used. This wake inflow is evaluated by a boundary inte-
gral formulation for potential flows suited for the prediction
of strong aerodynamic body-wake interaction phenomena,16

which is also used to determine the blades pressure distribu-
tion to be applied for the prediction of BVI acoustic effects
radiation (see Section 2.3).

Considering a potential velocity field such that the velocity
is given by v = ∇ϕ, this formulation assumes the potential
field, ϕ, to be given by the superposition of an incident field,
ϕ

I
, and a scattered field, ϕ

S
(i.e., ϕ = ϕ

I
+ϕ

S
). The scattered

potential is generated by sources and doublets over the surfaces
of the blades, S

B
, and by doublets over the wake portion that

is very close to the trailing edge from which it is emanated
(near wake, S

N

W
). The incident potential is due to doublets

distributed over the complementary wake region that compose
the far wake S

F

W
.16 The wake surface partition is such that the

far wake is the only wake portion that may come in contact
with blades and generate BVI effects. The incident potential
is discontinuous across S

F

W
, whereas the scattered potential is

discontinuous across S
N

W
and is represented by16

ϕ
S
(x, t) =

∫
S
B

[
G (vn − un)− ϕ

S

∂G

∂n

]
dS(y)

−
∫
SN

W

∆ϕ
S

∂G

∂n
dS(y); (3)

where G = −1/4π r is the unit-source solution of the three-
dimensional Laplace equation, with r = ‖y − x‖, while
∆ϕ

S
is the potential jump across the wake surface, known

from past history of potential discontinuity at the blade trailing
edge through the Kutta-Joukowski condition.23 In addition,
vn = v

B
· n, with v

B
representing the blade velocity (with

inclusion of aeroelastic deformation effects), and n being its
outward unit normal, whereas un = u

I
· n, with u

I
denoting

the velocity induced by the far wake.
Considering the far wake discretized into M panels, as-

suming the potential jump to be constant over each panel,
and recalling the equivalence between surface distribution of
doublets and vortices, the incident velocity field is evaluated
through the Biot-Savart law applied to the vortices that have the
shape of the panel contours. In order to assure a regular distri-
bution of the induced velocity within the vortex core, and thus
a stable and regular solution even in blade-vortex impact con-
ditions, a Rankine finite-thickness vortex model is introduced
in the Biot-Savart law.16 The wake-induced velocity field is
applied to evaluate the term un in Eq. (3) (and the wake inflow
correction for the sectional loads theory), as well as the veloc-
ity field from which the wake shape evolution is determined in
a free-wake analysis. Note that for an accurate prediction of
BVI phenomena, the accurate evaluation of the wake distorted

shape is essential, meaning that a crucial role is played by the
relative positions between the body and the wake.

In this formulation, the incident potential affects the scat-
tered potential through the induced-velocity, while the scat-
tered potential affects the incident potential by its trailing-edge
discontinuity that is convected along the wake and yields the
intensity of the vortices of the far wake.16 Once the potential
field is known, the Bernoulli theorem yields the pressure dis-
tribution to be provided to the aeroacoustic solver.24

2.3. Rotor Noise Radiation
In the aeroacoustic simulation presented here, the noise ra-

diated by rotor blades is evaluated through solution of the well-
known Ffowcs Williams and Hawkings (FW-H) equation,25

which governs the propagation of acoustic disturbances gen-
erated aerodynamically by moving bodies.

The boundary integral formulation developed by Farassat
known as Formulation 1A26, 27 is a widely-used and computa-
tionally efficient way to determine the acoustic field as solution
of the FW-H equation, and is particularly suited for the prob-
lems examined in this paper. When the velocity of the rotor
blades is far from the transonic/supersonic range, it yields the
aeroacoustic field as a superposition of a term, p′

T
, depending

on blade geometry and kinematics (thickness noise), and of a
term, p′

L
, which is related to the blade airloads (loading noise).

These two noise contributions are given by the following inte-
grals evaluated over the actual blade surface, S

B
.26, 27

4πp′T (x, t) =

∫
S
B

[
ρ0v̇n

r|1−Mr|2

]
τ

dS(y)+

∫
S
B

ρ0vn
(
rṀ · r̂ + c0Mr − c0M2

)
r2|1−Mr|3


τ

dS(y); (4)

4πp′L(x, t) =
1

c0

∫
S
B

[ ˙̃pn · r̂ + p̃ ṅ · r̂
r|1−Mr|2

]
τ

dS(y)+∫
S
B

[
p̃n · r̂− p̃M · n
r2|1−Mr|2

]
τ

dS(y)+

1

c0

∫
S
B

[
p̃n · r̂

r2|1−Mr|3
(
rṀ · r̂ + c0Mr − c0M2

)]
τ

dS(y);

(5)

where c0 and ρ0 are, respectively, the speed of sound and the
density in the undisturbed medium, whereas p̃ = (p − p0),
with p0 representing the undisturbed medium pressure, M =
v

B
/c0, M = ‖M‖, and Mr = M · r̂ with r̂ = r/‖r‖. In

addition, ṅ and Ṁ denote time derivatives, respectively, of the
outward blade surface unit normal vector and of the local blade
velocity Mach vector, as observed in a frame of reference fixed
with the undisturbed medium, whereas the notation [...]τ indi-
cates that these quantities must be evaluated at the emission
time, τ , i.e., the time at which the signal arriving in x at time t
started from y ∈ S

B
.26, 27

In problems dealing with weakly loaded rotors, the thickness
and loading noise are comparable. However, when strongly
loaded rotors are examined, the thickness noise contribution
tends to be negligible and the acoustic disturbance is dom-
inated by the loading noise. Rotors in BVI conditions fall
within this category of acoustic phenomena.
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3. CONTROL PROCEDURE FOR BVI NOISE
ALLEVIATION

In this section, the optimal control method adopted to iden-
tify an ATR control law aimed at reducing BVI noise generated
by helicopter main rotors is described.

3.1. Definition of the Control Approach
As already pointed out, the proposed controller relies on

higher harmonic blade twist deformations to reduce rotor BVI
noise as much as possible. Blade torsion deformations suited
for noise alleviation are determined by a closed-loop, multi-
cyclic, and optimal control algorithm, in which the correspond-
ing actuation torques to be applied to the blades are provided
by a simplified inverse, aeroelastic problem (see Fig.(1) for a
scheme of the controller action).

Prior to control law synthesis, preliminary considerations
are useful to identify suitable sets of control (input) variables,
u, and of (output) variables, z, to be monitored and controlled.
Within helicopter configurations in descent flight, several in-
teractions between blades and wake vortices occur in specific
regions of both advancing and retreating sides of the rotor
disk.1 For the work presented here, the control action is fo-
cused within a time interval during the retreating blade motion
defined through the application of the Hann window, and spe-
cific harmonics of the blade torsion deformation in that win-
dowed period are chosen as control variables, u. Furthermore,
the output variables, z, which are considered in the controller,
are noise harmonics decibels predicted at a microphone suit-
ably located. Specifically, the microphone is positioned at the
rear edge of the left skid of the helicopter, which is just below
the retreating side region of the disk rotor affected by strong
BVI, where the controller is actuated. Akin to the approach fol-
lowed in a previous work on this subject,2 the noise harmonics
considered in the output vector, z, are those between the 6th

and the 17th blade passage frequency that represent the BVI
contribution to the noise. Note that, differently to the present
analysis, in Patt et al.2 the feedback microphone is located on
the right skid, since controller action is mainly focused on ad-
vancing side BVI.

3.2. Optimal Control Algorithm
Following an approach already used in the past by sev-

eral authors2, 28, 29 that have dealt with the problem of heli-
copter noise and/or vibration control, the identification of the
control law is achieved through a multi-cyclic optimal pro-
cedure that consists of minimizing the cost function, J =
zT Wz z + uT Wu u, where Wz and Wu are weighting ma-
trices defined to get the best compromise between high control
effectiveness and low control effort. Because of the inherently
time-periodic nature of the problem, in this control approach
u and z collect sine and cosine harmonic components of vari-
ables, thus disregarding transient evolution effects.

Akin to the standard optimal LQR control method (of which
the present approach may be interpreted as the natural ex-
tension for application to steady-periodic systems), the mini-
mization of the cost function is obtained under the constraint
of satisfying the governing equation of the controlled sys-
tem. The constraint is given by a simplified linear relation-
ship between control variables and system response, zn =
zn−1+Tn−1 (un−un−1), where Tn−1 is the (gradient) trans-
fer matrix for u = un−1, which provides the system response

perturbation corresponding to a control input perturbation. It
describes the aerodynamic/aeroacoustic behavior of the rotor
system, and may be obtained by a set of suited numerical sim-
ulations. Then, combining the cost function with the constraint
equation and minimizing the resulting cost function yield the
following optimal control input:

un = Gu un−1 −Gz zn−1; (6)

where the gain matrices are given by Gu =
DTT

n−1 WzTn−1 and Gz = DTT
n−1 Wz , with

D = (TT
n−1WzTn−1 + Wu)−1.

Equation (6) has to be used in a recursive way: starting
from a given control input and corresponding output, the law
of the optimal controller is updated until convergence. This
provides a closed-loop controller applicable both in a valida-
tion process based on simulations given by the complete aero-
dynamic/aeroelastic/aeroacoustic model and in real helicopter
configurations.

3.3. Efficient ATR Control Synthesis
A drawback in using this local controller lies in the signifi-

cant computational cost of the gradient matrix evaluation that,
in principle, is required at each step of the iterative control pro-
cess about different values of the control variables (it is worth
recalling that, evaluating the gradient matrix means determin-
ing sensitivities of the noise emitted with respect to each twist
deformation harmonic considered in the control actuation).

To obtain an efficient determination of the matrix Tn, the
following procedure is applied: (i) starting from undeformed
rotor blades, a set of output vectors, z, is evaluated as open-
loop responses to a set of small blade twist deformations (in-
put vector, u); (ii) from this database, a least squares polyno-
mial approximation of the functions relating each output vari-
able to each input variable is determined; (iii) at each step of
the iterative control process, each element of the gradient ma-
trix, Tij = ∂zi/∂uj , is analytically derived from the identified
polynomial forms. Thanks to the least squares approximation
applied, the application of the optimal local controller is as fast
as that of a global controller (i.e., considering a constant gra-
dient matrix), in that it avoids the numerical evaluation of the
gradient matrix at each step of the control process. The final
step of the identification of the ATR controller consists of de-
termining the torque moments to be applied to the blade, to
get the twist deformations required by the optimal control al-
gorithm. For the sake of numerical efficiency (and feasibility
of real-time controller), these are derived from the simplified
aeroelastic model presented in Eq. (2). Indeed, for a steady-
periodic rotor response, expressing the system matrices, the
twist Lagrangian coordinates, and the forcing vector in terms
of their Fourier coefficients, and then applying a harmonic-
balance approach, it yields an algebraic relation between har-
monics of the forcing terms (actuation torque moments, in par-
ticular) and the harmonics of the twist variables. Thus, letting
the harmonics of the twist variables coincide with the elements
of the control variables vector, u, from the Fourier represen-
tation of Eq. (2) it is possible to derive the harmonic com-
ponents of the actuation torque moments. This completes the
control feedback that, starting from noise measurements at the
rear edge of the left skid provides the ATR actuation moments,
as synthetically described in the scheme of Fig. (1), where
steps of the control process, as well as data exchanged among
them, are illustrated.
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Figure 1. Controller block diagram.
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mode frequency [Hz]
lag 13.54
flap 20.80

torsion 89.15

Table 1. Blade flap, lag and torsional first natural frequencies of vibration.

4. NUMERICAL RESULTS

For validation purposes, the noise control methodology pro-
posed has been applied to a fully hingeless model rotor with
a radius R = 2 m, that has four blades of constant chord
c = 0.121 m, a linear twist angle of−8◦, NACA 23012 section
profiles, and a rotational speed Ω = 190.12 rad/s. Blade mass
distribution is given in Fig. (2) and blade structural properties
are reported in Table 1 in terms of natural frequencies of vibra-
tion. The operating condition examined is typically affected
by strong BVI events, and consists of a 6◦ descent flight at ad-
vance ratio µ = 0.15, with shaft angle αS = −5.4◦ (i.e., tilted
backwards). The rotor is trimmed with constraints of providing
3300N thrust and null in-plane moments. Free-wake aerody-
namic calculations are performed discretizing each blade sur-
face through 15 (upper and lower) chordwise panels and 18
spanwise panels, using 180 azimuth discretization steps, and a
2-spiral wake length.

In the following paragraphs, preliminary studies of the base-
line (uncontrolled) case are shown, which allow characteriza-
tion of the blade’s operating conditions and the identification
of suited control variables. Then, results concerning two nu-
merical applications of the closed-loop noise control approach
are presented, which differ in the aeroelastic tool that provides
the rotor feedback to the controller: in the first one, the rotor
blades are assumed to have bending stiffness tending to infin-
ity (rigid bending), whereas in the second case the complete,
and more realistic, aeroelastic modeling of the rotor blades is
considered. From these results, it is possible to assess the ef-
fectiveness of the control methodology that was investigated,
as well as to estimate the influence of the approximations in-
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C
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Figure 3. Time history of CnM2 high-frequency content (≥ 7/rev), at
r/R = 0.87.

troduced in the blade aeroelastic modeling applied for control
synthesis.

4.1. Preliminary Analysis
Here, investigations aimed at identifying sets of variables u

and z that are suitable for the control process are presented.
Since the purpose of this work is the assessment of the ATR
ability to alleviate BVI noise through control of blades high-
frequency aeroelastic behavior, an analysis of the blade sec-
tional loads is useful to derive guidelines for the definition of
the most appropriate actuation process. In this regard, Fig. (3)
presents the time history of the high-frequency content of the
CnM

2 coefficient at the cross section located at r = 0.87R
(the frequency content ≥ 7/rev has been selected, in that it is
strongly affected by BVI events). The figure shows two dif-
ferent blade-vortex interaction occurrences: the most severe in
the advancing region, the other appearing in the retreating side.

Hereafter, the ATR control application is focused on the al-
leviation of the retreating side BVI occurrence. Indeed, it gen-
erates effects that are clearly bounded with respect to those due
to advancing BVI, and thus provides a well-suited test case for
proposed control verification.

The Hann windowing function is applied to the high-
frequency content of Fig. 3, in order to highlight the retreat-
ing side BVI effects. Figure 4(a) depicts the signal extracted
in the azimuth range Ψret = [260◦, 320◦], while Fig. (4(b))
shows the corresponding spectrum related to the windowing
period considered, which demonstrates that the dominant BVI
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Figure 4. Windowed CnM2 high-frequency content.

signal harmonics are the 4th and 5th ones (i.e., the 24/rev
and the 30/rev, respectively). Considering these results, the
sine and cosine components of the 4th and 5th harmonics in
ψ ∈ Ψret of the first two blade torsional Lagrangian degrees
of freedom, φI , φII , are assumed as control inputs, u. As
mentioned above, the ATR actuation is related to these con-
trol inputs through the linearized aeroelastic system in Eq. (2),
which yields the torque moment to be applied to the blade in
order to get the twist deformations indicated by the optimal
control algorithm. In this work, ATR actuation consists of two
concentrated torques located at r1 = 0.75R and r2 = 0.90R,
through which it is possible to control the first two blade tor-
sional modes (indeed, their nodes are far from torque loca-
tions).

Further, SPLs of the noise signature evaluated/measured at
the rear edge of the left skid of the helicopter have been se-
lected as output variables.. Specifically, these are the SPLs of
the noise harmonics between the 6th and 17th blade passage
frequency, which are strongly affected by BVI; the position
of the monitoring microphone has been chosen to be approx-
imately underneath the retreating side of the rotor disk where
the controller is actuated.

4.2. Noise Control of Only-Torsion Blades
Rotor

First, the closed-loop control is applied to alleviate the noise
emitted by the rotor assumed to be composed of blades un-

-0.016

-0.012

-0.008

-0.004

 0

 0.004

 0.008

 0.012

 0.016

 260  280  300  320

C
n
 M

2

Azimuthal position [deg]

baseline
controlled

(a) Time history

 0

 0.001

 0.002

 0.003

 0.004

 0.005

 0.006

 1  2  3  4  5  6  7  8  9  10

C
n
 M

2
 h

a
rm

o
n

ic
s
 a

m
p

lit
u

d
e

s

Harmonics in selected window

baseline
controlled

(b) Spectrum

Figure 5. CnM2 high-frequency, windowed signal from only-torsion aeroe-
lastic model.

dergoing only-torsion deformations (i.e., governed by Eq. (2),
like for the evaluation of the actuation torque moments). The
results from this control application provide highlights on the
nominal performance of the controller synthesized, while the
effect of a more realistic rotor aeroelastic response to the ATR
actuation will be discussed later.

Figure 5 shows an uncontrolled (baseline) and controlled
high-frequency content (> 7/rev) of coefficient CnM2 eval-
uated at the blade cross section r = 0.87R. Time history and
spectrum regard the selected azimuth window, Ψret, and the
controlled signal is that obtained when the control algorithm
convergence is reached. This figure demonstrates that a sig-
nificant reduction of BVI-induced loads is achieved. The cor-
responding actuated control variables are given in Table 2 in
terms of their sine and cosine components. Further, Fig. (6) de-
picts the effects of control action on blade tip torsion, showing
a maximum peak-to-peak difference between controlled and
uncontrolled responses of 0.6◦, and negligible transient oscil-
lations due to actuation windowing.

Regarding the acoustic effects of control action, the noise
emitted on a horizontal plane located 2.3 m below the rotor hub
is examined similarly to the analysis presented by Patt et al.2

Figure 7 shows the noise contour plots predicted from baseline
and controlled configurations. The two plots concern the so-
called BVISPL, which is evaluated as the Overall Sound Pres-
sure Level (OASPL), but is limited to the noise spectrum be-
tween the 6th and the 40th blade passage frequency (i.e., those
most affected by BVI events). These figures demonstrate the
evident effectiveness of the controller in alleviating the noise
generated by the retreating-side BVI occurrence, particularly
in the region behind the rotorcraft.
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Table 2. Control variables from only-torsion aeroelastic simulation.

variables φI4C φI4S φII4C φII4S φI5C φI5S φII5C φII5S

values [deg] -0.229 +0.001 +0.024 +0.035 +0.144 -0.048 +0.042 -0.002
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Figure 6. Difference between controlled and uncontrolled blade tip torsion.
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Figure 7. BVISPL contour plot predicted by only-torsion aeroelastic rotor
simulation.

The differences between controlled and uncontrolled noise
are presented in Fig. 8(a), where it is evident the presence of a
quite large region of noise reduction in the rotor rear side (up
to −7dB), whereas noise increase (up to 2.5dB) appears in a
limited area close to the rotor retreating side.

Further, Fig. 8(b) shows the difference between controlled
and uncontrolled noise in terms of the OASPL, i.e., including
also the low-frequency harmonics. In this case, controller ef-
fects are smoother than those observed in Fig. 8(a). The noise
is generally alleviated with a maximum reduction of about
2dB, while the peak of noise increment (limited to a small re-
gion) is equal to 1dB.
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Figure 8. Effect of controller on (a) BVISPL and (b) OASPL predicted by
only-torsion model.

The effects of the proposed control law on the emitted noise
can be considered to be satisfactory by producing reductions
of noise levels in most of the examined region. They present
a remarkable directivity. Further, it is worth noting that the
corresponding aeroelastic response has demonstrated no influ-
ence of control actuation on vibratory hub loads transmitted to
the airframe, which confirms the advantage of high-frequency
controllers in terms of drawbacks onset.

4.3. Noise Control with Complete Rotor
Aeroelastic Response

Now, the noise control procedure is applied to a rotor sim-
ulated by a complete nonlinear, bending-torsional aeroelastic
formulation (see Section 2.1). Unlike the analysis discussed
in the section above, here the aeroelastic tool yields a response
that may significantly differ from the one that was predicted by
the transfer matrix, T, which was used in the controller synthe-
sis. Hence, the following results are a test of proposed control
robustness, namely, an assessment of its capability in provid-
ing good performance when applied to a system more complex
than that used for its synthesis.

Figure 9 shows the high-frequency content of the CnM2 co-
efficient for the same blade section and azimuth windowing
considered in Section 4.2. Similarly, the controlled signal is
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Figure 9. CnM2 high-frequency, windowed signal from complete aeroelastic
model.
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Figure 10. Difference between controlled and uncontrolled tip torsion.

provided at the final step of the iterative control procedure.
Then, Fig. 9(b) shows that, for the 4th and 5th windowed
load harmonics, alleviations similar to those obtained by the
only-torsion aeroelastic model are achieved, although the rest
of the harmonics examined are subjected to a smaller reduc-
tion. Nonetheless, the overall control effect is still very satis-
factory.

In Table 3, the values of the corresponding control variables
are given. In this case, the combination of these coefficients
gives a maximum peak-to-peak blade tip twist of 0.45◦, show-
ing that good results can also be reached with a smaller con-
trol effort. The difference between controlled and uncontrolled
blade tip torsion responses is presented in Fig. 10, which
shows that also in this case, transient effests due to actuation
windowing are negligible.

Next, the effect of the controller on noise alleviation is an-
alyzed in terms of BVISPL contour plots, on the same plane
considered in Section 4.2. Figures 11(a) and 11(b) show, re-
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Figure 11. BVISPL contour plot predicted by complete aeroelastic rotor
simulation.

spectively, the acoustic disturbance from uncontrolled and con-
trolled rotor configurations. Compared to the results achieved
by the only-torsion aeroelastic model, these figures reveal a
lower influence of the controller on the emitted sound, both
in terms of noise peaks and directivity modification. This ap-
pears more clearly in Fig. 12(a), which highlights the differ-
ences between the BVISPL distribution emitted by controlled
and uncontrolled configurations. In this case, the maximum
reduction of the BVISPL is about 2.7dB, whereas the BVISPL
increase is greater than the one from the only-torsion model,
which reached 3dB in a limited portion of the observed region.
Further, Fig. 12(b) shows the control effectiveness in terms of
differences between the OASPL distributions. This plot reveals
that the inclusion of low-frequency acoustics tends to reduce
peaks and the extent of the region where noise is increased;
in this case, peaks of both augmented and alleviated noise are
close to about 1.5dB. In terms of vibration levels, also in this
case, no differences have been found between the baseline and
controlled configurations, which confirms the results obtained
for the only-torsion blades rotor.

The outcomes presented in this section show that the effi-
ciency of the control process proposed decreases when noise
simulation is based on the complete rotor aeroelastic behavior.
Despite this, blade loads are still considerably alleviated, and a
wide area in the vicinity of the rotor disk presents a satisfactory
reduction in noise levels.

Finally, note that the computational cost required for imple-
menting the control process (see dashed rectangle of Fig. (1)
is less than a tenth of a second for each iterative step, by using
a single 1.7GHz AMD core. Observing that in real applica-
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Table 3. Control variables from complete aeroelastic simulation.

variables φI4C φI4S φII4C φII4S φI5C φI5S φII5C φII5S

values [deg] -0.092 -0.019 -0.047 +0.068 +0.040 +0.002 +0.018 +0.008
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Figure 12. Effect of controller on (a) BVISPL and (b) OASPL predicted by
complete model.

tions, several rotor revolutions would be taken by rotor systems
to reach steady state condition after each step of the iterative
control actuation process, and that real scale helicopter rotor
revolution periods are significantly longer than that of the ex-
amined model, this means that the real time applications of the
proposed controller are potentially feasible.

5. CONCLUSIONS

An efficient procedure based on an optimal, multi-cyclic,
control algorithm has been proposed and applied for the syn-
thesis of an ATR control law aimed at reducing helicopter ro-
tor BVI noise. Rotor blades have been actuated through lo-
calized torque moments in order to drive their twist motion
in specific intervals of the blade azimuth location, where the
strongest interactions between blades and wake vortices occur.
To ensure numerical efficiency and feasibility of a real-time
controller, a simplified aeroelastic operator has been applied
in the closed-loop actuation process, and the least squares ap-
proximation method for identification of the input-output gra-
dient matrix of the local controller has been applied. The main
outcomes of the numerical investigation performed are: (1) a
preliminary analysis has shown the high-frequency nature of
the aerodynamic loads occurring in presence of BVI, thus con-
firming the need for high-bandwidth actuators (like those re-

lying on smart materials) for providing a direct action to al-
leviate them; (2) two different closed-loop control actuations
have been performed: first, evaluating the rotor aeroelastic re-
sponse through the simplified only-torsion model, then intro-
ducing the complete aeroelastic solver (controlled maximum
peak-to-peak blade tip twist of 0.6◦ and 0.45◦ have been ob-
tained, respectively); (3) for both closed-loop control applica-
tions, significant reductions of the higher-harmonic loads, as
well as noise decrease (up to 7dB for the only-torsion response
and 2.7dB for the complete aeroelastic response) in some ar-
eas of the acoustic field examined have been obtained; in both
cases, increase of the controlled acoustic disturbance ears in a
small area located below the rotor retreating side (more than
3dB in the worst case); (4) more relevant BVI noise reduc-
tions and directivity pattern changes have been obtained when
the simplified response feedback is used; when the complete
aeroelastic formulation is used, the increase of the acoustic
disturbance below the retreating rotor side becomes higher;
(5) both positive and negative effects of the controller on the
acoustic field appear mitigated (more than halved) if it is ex-
amined in terms of the OASPL, rather than in terms of the
high-frequency acoustic content (BVISPL); (6) vibratory lev-
els are observed to be unaffected by control actuation, con-
firming the advantage of high-frequency controllers in terms of
drawbacks onset. (7) the proposed controller is potentially fea-
sible for real-time applications. The findings mentioned above
have proven the potentiality of the proposed approach for al-
leviation of the unsteady aerodynamic loads due to BVIs oc-
currence, and provide an assessment of its capability in reduc-
ing the corresponding emitted noise. They confirm the attrac-
tiveness of smart materials for rotorcraft control applications,
where low-mass and high-bandwidth actuators are of strong
interest. Finally, future development of the proposed control
methodology will include its application in reducing advancing
side BVI effects, implementing an adaptive control procedure
for the high-performance gradient matrix update, and enhance-
ment of control-low synthesis process through application of
more efficient blade aeroelastic solvers based on semi-analytic
formulations.
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Structural noise is an important factor that endangers aircraft fatigue life and flight safety. It also has a negative
effect on aircraft stealth performance and noise navigability. An optimal design of a structure-acoustic coupled
system is an effective way to reduce noise and vibration. Due to the uncertainties that exist in the structural and
acoustical parameters, the traditional deterministic optimization method may be unfeasible when the parameters
are subject to fluctuations. This means that when the parameters are uncertain, the results obtained from the
deterministic optimization method may be beyond their constraints. This paper proposes to apply the stochastic
reliability-based optimization method to the design optimization of the coupled structural-acoustic system with
random parameters. A comparison between the results of the stochastic reliability-based method, the safety factor-
based method, and the deterministic method show that the first two methods can effectively consider the dispersion
of the parameters.

1. INTRODUCTION

Due to the modern industry’s rapid development, traffic, city
construction, and noise pollution have all attracted attention
because they are harmful to structural performance and the
general populace’s health. Aircraft noise affects both the com-
fort and work efficacy of the pilot as well as the normal use of
instruments inside the aircraft. Uncertainty widely exists in the
objective world: it is inevitably subjected to the impact of the
uncertainty of a load, structural size, material properties, the
influence of various sudden external factors in production, de-
sign and use of aircrafts, spacecrafts, etc. These will all have an
effect on the working characteristics and normal use of struc-
tures and could even lead to failure.

Since the 1970’s, some scholars have begun to pay close at-
tention to uncertain structure vibrations and acoustic radiation
and have obtained some research results. Shuku and Ishihara1

investigated the analysis of the acoustic field in irregularly-
shaped rooms using the finite element method. Craggs2 pro-
posed an acoustic finite element approach for studying bound-
ary flexibility and sound transmission between irregular enclo-
sures. Chen and Chertock3, 4 computed sound radiation by us-
ing the boundary element method. Marburg5 studied an op-
timization problem of the acoustic radiation of finite element
beam structures, and analyzed the influence of variables on the
objective function where the variables were density, thickness,
and young’s modulus. Bös6 studied the optimization problem
of three-dimensional structural acoustic performance. Mullen
and Muhanna7 considered the static structure problem with
uncertain structural loads based on the fuzzy set theory and
interval analysis. Zheng-Dong Ma8–11 studied the sensitiv-
ity of response sound pressure, eigenvalue, and eigenvector to
structural parameters based on the modal method, the iterative
method, and the direct method. Papadopoulos12 constructed
a finite element model of a room sound field and improved

the sound quality of a room by redistributing the low fre-
quency sound modal. Denli13 studied the structural vibration
and acoustic radiation optimization by optimizing the bound-
ary condition. Christensen14, 15 studied the coupled structural-
acoustic sensitivity analysis and optimization problem.

The Stochastic reliability-based optimization method is a
rather classical approach in the field of optimization, but it
has never been used for acoustic optimization. Besides, the
previous optimization of the coupled structural-acoustic sys-
tem were still limited to the deterministic method, and did not
take the system parameter uncertainties into account. Deter-
ministic structural optimization design often fails to consider
the influence on structural performance by the randomness of
material parameters, geometric dimensions, and loading. The
optimal solution is usually located at the boundary of the con-
straint condition because if the randomness of the parameters
is considered, the optimal solution may be in violation of the
constraint condition and lead to an optimization failure.

The contribution of this paper is to overcome the short-
comings of the structural-acoustic deterministic optimization
method by using two different methods: the interference the-
ory of stress- intensity16–18 and the stochastic reliability-based
optimization method, which are both applied to the coupled
structural-acoustic system with established random parame-
ters.

2. THE FINITE ELEMENT METHOD OF COU-
PLED STRUCTURAL-ACOUSTICSYSTEM

2.1. The Finite Element Equation of the Cou-
pled Structural-Acoustic System

The finite element equation of the coupled structural-
acoustic system under frequency domain is as follows:

− ω2MU + jωCU + KU = F; (1)
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where M =

[
Ms 0

Mcouple Ma

]
; C =

[
Cs 0
0 Ca

]
; K =[

Ks Kcouple

0 Ka

]
; U =

{
Us

P

}
; F =

{
Fs

0

}
; Mcouple =

−(Kcouple) = ST .
Mcouple and Kcouple represent the coupled stiffness matrix

and coupled mass matrix, respectively; Ks and Ka represent
the total stiffness matrix of structure and sound field, respec-
tively; Ms and Ma represent the total mass matrix of structure
and sound field, respectively; Fs is the external forces vec-
tor applied to the structure; Us is the node displacement am-
plitude vector of the structure; ω is the excitation natural fre-
quency; Cs and Ca represent the damping matrix of structure
and sound field respectively; P is the unknown sound pressure.

2.2. The Finite Element Method for Fre-
quency Response Analysis for the Cou-
pled Structural-Acoustic System with
Random Parameters

A parameter vector α = (a1, a2, ...am)T is used to denote
all the physical parameters of the structural-acoustic system,
m is the structural parameter number. The matrix and vector
of the coupling finite element equation could be expressed as
the function of the parameter vector α. Thus, Eq. (1) can be
represented in the following form:

− ω2M(α)U(α) + jωC(α)U(α) + K(α)U(α) = F(α).
(2)

It is assumed that the uncertain parameter vector has a nor-
mal distribution and the random variables are independent of
each other, namely:

α ∼ N(αc,σa). (3)

The solution to the coupled structural-acoustic system with
random parameters is converted to find all of the solutions that
satisfy Eq. (2), namely:

Ω = {U(α)| − ω2M(α)U(α) + jωC(α)U(α)

+K(α)U(α) = F(α)}. (4)

3. STOCHASTIC RELIABILITY-BASED
OPTIMIZATION METHOD

3.1. Model of Stochastic Reliability-Based
Optimization

A class of important problems in structural stochastic
reliability-based optimization design minimizes the structural
weight by selecting a reasonable distribution of the structural
section size in a given reliability. Obviously, this kind of struc-
tural design is economical and reliable. Usually, structural
weight is expressed as a linear function of the component’s
cross section dimensions (the design variables). One model of
the stochastic reliability-based optimization is as follows:

Find x(x1, x2, . . . , xn ∈ Rn)

min W (x) =
n∑
j=1

wj(xj)

s.t. g(x) = βs(x)− βαs ≥ 0
xl ≤ x ≤ xu

; (5)

Among them, x is the design variable of the structure; W is
the mass of the structure; βs is the index reliability of a con-
straint; βαs is the lower limit value of the reliability constraints.

3.2. The Mean Value First Order and Second
Moment (MVFOSM) Reliability Method

The basic idea of the MVFOSM reliability method is to ex-
pand the nonlinear limit state functions at midpoints of random
variables, ignore the higher order terms rather than second or-
der, and then approximately calculate the mean and standard
deviation of the limit state functions. The reliability index can
be expressed as functions of the mean and standard deviation.

In stochastic reliability-based optimization of the coupled
structural-acoustic system with random parameters, if the re-
sponse U(α, ω) satisfies the constraint that has a normal dis-
tribution Uδ ∼ N(µδ, σδ), the limit state functions about the
response amplitude and the constraint can be represented as:

Z = Uδ −U(α, ω). (6)

A Taylor series expansion about the limit state functions Eq.
(6) at the midpoints of uncertain parameters αc is then imple-
mented:

Z = Uδ −U(αc, ω) +

m∑
i=1

∂U(αc, ω)

∂αi
δαi

+

m∑
i,j=1

∂U2(αc, ω)

∂αi∂αj
δαiδαj + · · · . (7)

According to the MVFOSM reliability method, the mean µz
and the variance σ2

z of the limit state functions are expressed
as follows:

µz = µδ −U(αc, ω) +

m∑
i=1

∂U(αc, ω)

∂αi
δαi; (8)

σ2
z = σ2

δ +

m∑
i=1

[
∂U(αc, ω)

∂αi

]2
µαc

σ2
αi . (9)

The central difference method is applied to approximate the
derivative of the above matrices or vectors about α:

∂U(αc, ω)

∂α
≈ U(αc + δα, ω)−U(αc − δα, ω)

2δα
; (10)

δα = α−αc. (11)

By substituting Eqs. (10) and (11) into Eqs. (8) and (9), the
mean and variance of the limit state functions can be obtained.

The reliability index β and failure probability Pf can be
evaluated using Eqs. (12) and (13):

β =
µz

σz
; (12)

Pf = Φ(−β). (13)

250 International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016



X. Wang, et al.: RELIABILITY-BASED OPTIMIZATION OF THE COUPLED STRUCTURAL-ACOUSTIC SYSTEM WITH RANDOM PARAMETERS

Figure 1. The flow chart of integration optimization for both ISIGHT and
ACTRAN.

4. SAFETY FACTOR METHOD BASED ON
RELIABILITY

In conventional mechanical design, strength calculation is
carried out according to the principle of s ≤ r/n, where s is
the load stress, r is material strength, and n is the safety factor.
The safety factor includes uncertain factors such as the differ-
ence in calculation methods, the manufacturing allowable de-
viation, and the difference between actual stress and theoretical
stress. As a result, conventional mechanical design is bound to
result in a lot of unreasonable designs. The main reason is that
s ≤ r/n can’t reflect the changing law of stress and strength.
In fact, even though the component is made from the same ma-
terial and subjected to the same loading, if the changing law of
strength and load is different, the failure probability may be
different. In short, conventional design doesn’t consider the
consequences of failure.

Due to all of these reasons and the lack of any suitable theo-
ries or sufficient experimental data, our country’s current given
safety factor in the specifications and standards are usually too
conservative. It may not be economical and may even cause
the design to be unreliable. Therefore,in recent years, people
have associated the safety factor with stress and strength, and
have put it forward based on reliability so it can improve the
design’s reliability.

The mean safety factor is defined as the ratio of the mean of
parts intensity to stress in the dangerous section parts:

n =
µδ
µs
. (14)

When the stress and intensity obey normal distribution, the
mean safety factor is associated with the reliability of the parts,
so we have the equation:

β =
µδ − µs√
σ2
δ + σ2

s

; (15)

Figure 2. The coupled structural-acoustic system: a) a cuboid cavity and b)
the distribution of design variables about plate thickness.

β is the reliability index. According to Eqs. (14) and (15), the
mean safety factor n can be rewritten as:

n =
µδ

µδ − β
√
σ2
δ + σ2

s

. (16)

This paper introduces the stress-intensity interference the-
ory to the coupled structural-acoustic system. When a stochas-
tic reliability-based optimization of the structural-acoustic sys-
tem is implemented, we make the value of the mean and vari-
ance of the acoustic response and its constraints correspond to
the mean and variance of stress and strength in Eq. (16), re-
spectively. We can obtain the safety factor corresponding to
each iterative step of stochastic reliability-based optimization
(as can be seen from Fig. 3c). If we implement the safety fac-
tor based optimization, we should choose the maximum safety
factor obtained from stochastic reliability- based optimization
as the safety factor.

5. THE IMPLEMENTATION METHOD OF THE
STRUCTURAL-ACOUSTIC OPTIMIZATION

TThe structural-acoustic finite model and the optimization
mathematic model should be established before optimization.
And the proper mathematical method should be selected to im-
plement the optimization. In the process of acoustic optimiza-
tion, each iteration process needs to compute the acoustic re-
sponse of the system. In this paper, the acoustic responses are
obtained by ACTRAN software. The optimization processes
are based on the integration of ACTRAN and ISIGHT. Re-
sponse values calculated by ACTRAN can be transformed into
the objective function value through multidisciplinary design
language within the ISIGHT. The adaptive simulated anneal-
ing algorithm (ASA) is used to find the optimization solution.
The integrated block diagram is shown in Fig. 1. ASA is a vari-
ant of the simulated annealing (SA) algorithm in which the al-
gorithm parameters that control temperature schedule and ran-
dom step selection are automatically adjusted according to al-
gorithm progress. This makes the algorithm more efficient and
less sensitive to user defined parameters than canonical SA.
These are in the standard variant often selected on the basis
of experience and experimentation (since optimal values are
problem dependent), which represents a significant deficiency
in practice. Certainly, the optimization procedure based on de-
terministic analysis is also able to reduce the value of acoustic
responses of structures19–22 significantly.
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6. NUMERICAL EXAMPLE

A 3D acoustic cuboid model with length (0.6 m), width
(0.4 m) and height (0.8 m) is shown in Fig. 2a. A flexible
aluminum plate with the thickness of 6mm is imposed on one
surface of the cuboid cavity z = 0, which composes a cou-
pled structural-acoustic system. The remaining surfaces are
perfectly rigid and the outer environment is a vacuum. The
density, elastic modulus, damping coefficient, and Poisson ra-
tio of the aluminum plate are 2700 kg·m-3, 70 GPa, 0.01, and
0.3, respectively. The cuboid cavity is surrounded by air with
density 1.225 kg·m-3 and sound speed 340 m·s-1.

A harmonic excitation with the amplitude of 1 N is imposed
at the central point of the flexible plate along the vertical di-
rection. The frequency step is selected as 2 Hz to analyze the
deterministic coupled system in the frequency domain of 1-
300 Hz. From the results on field point 0.1, 0.1, and 0.6, we
know that the first two characteristic frequencies are located in
the values of 108 Hz and 214 Hz, respectively. Here, we select
the thicknesses of the sub-block regions in the aluminum plate
as design variables t = (t1, · · · , t5)T as shown in Fig. 2. Sup-
posing that the mean square sound pressure amplitude at ten
special frequencies, such as 104 Hz, 106 Hz, 108 Hz, 110 Hz,
112 Hz, 210 Hz, 212 Hz, 214 Hz, 216 Hz, and 218 Hz,MSP10

is less than 40 Pa (Stochastic reliability-based optimization re-
quires its reliability not less than 0.99). The objective function
is to find the optimal solution to make the total mass as small
as possible. The initial value of the design variable is 0.006 m,
with a range of 0.003 m to 0.007 m. All of the random vari-
ables have a normal distribution and are independent of each
other. The stochastic reliability- based optimization design and
safety factor-based optimization design (with the aid of AC-
TRAN and ISIGHT software) when the variation coefficient
of random variables is 0.02, 0.05, and 0.1 respectively, was
implemented.

6.1. Deterministic Optimization of the
Structural-Acoustic System

The mathematical model of deterministic optimization
about this example is:

min W
s.t. MSP10 ≤ 40 Pa
3 mm ≤ t1, t2, t3, t4, t5 ≤ 7 mm

;

The deterministic optimization results are show in Table 1 to
Table 3.

6.2. Optimization When the Variation Coeffi-
cient of Random Variables Is 0.02

1) The stochastic reliability-based optimization method

The mathematical model of stochastic reliability-based op-
timization in this example is:

min W
s.t. β ≥ 2.3263*
3 mm ≤ t1, t2, t3, t4, t5 ≤ 7 mm

*(corresponding to the reliability not less than 0.99); (17)

a)

b)

c)

Figure 3. Iterative curves of reliability based optimization (the variation coef-
ficient of random variables is 0.02): a) objective function, b) reliability index,
and c) safety factor.
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a)

b)

Figure 4. Iterative curves of the safety factor-based optimization (n = 1.144):
a) objective function and b) MSP.

The iterative curves of the reliability-based optimization
method are shown as Fig. 3 and the safety factor n is obtained
from reliability index β according to Eq. (16).

2) The safety factor-based optimization method

In this example, the mean square sound pressure ampli-
tude and the mean square sound pressure constraint value
in stochastic reliability-based optimization corresponds to the
stress µs and strength µδ in the stress-strength interference the-
ory, and σδ is 0. According to Eq. (16), we can calculate the
safety factor corresponding to the optimal solution n = 1.144,
which satisfies the requirement of reliability: n is the mean
safety factor obtained from the optimal solutions by stochastic
reliability-based optimization (reliability is not less than 0.99).
The mathematical model of the safety factor-based optimiza-
tion method is

min W
s.t. MSP10 ≤ 40/n
3 mm ≤ t1, t2, t3, t4, t5 ≤ 7 mm

. (18)

a)

b)

Figure 5. Iterative curves of the reliability-based optimization with random
parameters (The variation coefficient of random variables is 0.05): a) objective
function and b) reliability index.

6.3. Optimization When the Variation Coeffi-
cient of Random Variables Is 0.05

1) The stochastic reliability-based optimization method

2) The safety factor-based optimization method

According to Eq. (16), we can calculate the safety factor
corresponding to the optimal solution and n is 1.085.

7. OPTIMIZATION WHEN THE VARIATION
COEFFICIENT OF RANDOM VARIABLES
IS 0.1

1) The stochastic reliability-based optimization method

2) The safety factor-based optimization method

According to Eq. (16), we can calculate the safety factor
corresponding to the optimal solution and n is 1.352.

The results of the different optimization methods are shown
in Table 1 to Table 3. The objective function (structural
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Table 1. Comparison between the stochastic reliability-based optimization method and the safety factor-based method (the variation coefficient of random
variables is 0.02).

Optimization MSP10 Objective
type Design variables (mm) (Pa) function

t1 t2 t3 t4 t5 (Kg)
Initial values 6.0000 6.0000 6.0000 6.0000 6.0000 49.7358 3.8880

The deterministic
optimization method 5.1848 5.6531 4.9841 3.0000 3.0004 39.9982 2.8282

The stochastic
reliability-based 3.6495 6.3726 6.5625 5.4085 4.8695 34.9550 3.4814

optimization method
The safety

factor-based 5.2485 5.2700 6.7173 6.4458 3.2036 39.9989 3.4843
method

Table 2. Comparison between the stochastic reliability-based optimization method and the safety factor-based method (the variation coefficient of random
variables is 0.05).

Optimization MSP10 Objective
type Design variables (mm) (Pa) function

t1 t2 t3 t4 t5 (Kg)
Initial values 6.0000 6.0000 6.0000 6.0000 6.0000 49.7358 3.8880

The deterministic
optimization method 5.1848 5.6531 4.9841 3.0000 3.0004 39.9982 2.8282

The stochastic
reliability-based 6.9406 3.6815 5.8479 6.3075 4.1366 36.8664 3.4881

optimization method
The safety

factor-based 5.5517 5.0535 6.8061 5.7098 3.5169 39.9996 3.4523
method

Table 3. Comparison between the stochastic reliability-based optimization method and the safety factor-based method (the variation coefficient of random
variables is 0.1).

Optimization MSP10 Objective
type Design variables (mm) (Pa) function

t1 t2 t3 t4 t5 (Kg)
Initial values 6.0000 6.0000 6.0000 6.0000 6.0000 49.7358 3.8880

The deterministic
optimization method 5.1848 5.6531 4.9841 3.0000 3.0004 39.9982 2.8282

The stochastic
reliability-based 5.7675 5.0835 6.8865 6.5635 3.2975 29.5858 3.5768

optimization method
The safety

factor-based 6.7060 4.5992 6.6061 6.2562 3.3688 39.6467 3.5687
method

weight) of the safety factor optimization method and stochastic
reliability-based optimization method is greater than the deter-
ministic optimization method because the latter does not con-
sider the influence of the random parameters on the response
andits constraint value is larger than the other two methods. In
addition, as seen on Table 1, the optimal value of the deter-
ministic optimization method of t4 and t5 is close to the lower
limit of design variables (3 mm). If the uncertainties of the
system parameter are considered, the design variables may be
beyond the constraint scope (3 mm), which is why the relia-
bility of the deterministic optimization method does not have
strong robustness.

8. CONCLUSIONS

Compared with the deterministic optimization design
method, the reliability-based method and the safety factor
method based on reliability can consider the effect of struc-
tural parameter randomness on the structural performance, so
the optimization results are more reasonable than that of the
deterministic optimization method. In this paper, the safety
factor is obtained from the reliability index (mean and stan-

dard deviation) of the mean square acoustic pressure. Using
this method to determine the safety factor and to implement
the optimization design can help overcome the deficiency of
the deterministic optimization method. Compared to the con-
ventional design, the data processing and calculation process
is simpler and the calculation precision is higher and closer to
the actual. For example, when the variation coefficient of the
random parameters is 0.02, 0.05, and 0.1 respectively, the dif-
ference of the two methods is about 1%, which shows that the
safety factor method can effectively consider the dispersion of
parameters. The main advantage in using this method is that it
can save materials and ensure reliability.
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a)

b)

Figure 6. Iterative curves of the traditional safety factor-based optimization
(n=1.085): a) objective function and b) MSP.
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This paper studies the parameter identification of a flexible hub-beam system based on the input-output data.
Firstly, the first-order approximation coupling (FOAC) model is presented. Then, active position control for the
system is studied using optimal tracking control theory. Finally, the observer/Kalman filter identification (OKID)
and eigensystem realization algorithm (ERA) method are applied to identify the frequency of the system. In
the simulations, the effectiveness of the identification method presented in this paper is verified by comparing
the identification results of several different external excitations. Simulation results indicate that the anticipated
position of the system may be traced by the proposed controller, and the residual vibration of the beam may be
suppressed as well. The frequency of the system can be effectively identified using OKID and ERA. It is feasible
and effective to identify the frequency using the control data.

1. INTRODUCTION

Spacecraft is composed of a central body and several flexi-
ble attachments. It is a typical rigid-flexible dynamic system
with characteristics of dense frequencies and small damping.
System assembly on the ground (1G gravity environment) is
very difficult in many circumstances because of the flexibility
of the structures; it is even more difficult to do vibration exper-
iments on structures due to factors such as air damping, gravity
effect, etc. Moreover, in some cases, the experimental appara-
tus may not be able to meet the experimental requirement of
tests on the ground. On the other hand, flexible parameters of
spacecraft, especially the natural frequencies of flexible solar
array, may have great effect on the control of the spacecraft’s
attitude, since the flexible parameters will be used in control
design. Due to the difference between ground and space envi-
ronments, vibration behaviour of the solar array in two envi-
ronments is different, too. So, the flexible parameters obtained
by experiments on the ground cannot reflect the actual state of
spacecraft in outer space. Therefore, it is necessary to study
the on-orbit identification technology for the spacecraft to im-
prove the accuracy in identifying flexible parameters. Since
the flexible parameters obtained by the on-orbit identification
are based on the real vibration of a spacecraft in outer space, it
is more likely that these parameters are of high accuracy, and
then control design based on these parameters can ensure high
accuracy of attitude control. Furthermore, a system dynamic
model may be modified by comparing the on-orbit test with
the ground test so as to establish the quantitative relationships
among the on-orbit test, the ground test, and the dynamic sim-
ulation. This will be helpful for the follow-up development of
the spacecraft. The on-orbit identification needs the vibration
response of spacecraft under certain excitation, which could be
provided by the attitude manoeuvre, which means the realiza-

tion of on-orbit identification is possible.

On-orbit parameter identification is conducted by directly
using the input and output data, with no need of the exact
dynamic model of the system. Generally speaking, the pa-
rameter identification methods can be divided into frequency
domain methods and time domain methods, and the time do-
main method has better performance than the frequency do-
main method. Theoretical studies and engineering applica-
tions of the on-orbit identification technique have been com-
pleted in past research. For example, Haugse, et al.1 de-
veloped an accelerometer measurement system to gather data
from an operational, on-orbit, and deployed space vehicle, and
Fast Fourier Transform (FFT), Power Spectral Density (PSD)
and Eigensystem Realization Algorithm (ERA) are employed
for system modal identification. Kim, et al.2 presented a
data processing strategy to generate equivalent free-decay re-
sponses from structural response data and used a free-decay
time-domain modal identification technique for modal identifi-
cation of Space Station Freedom. Tokio Kasai, et al.3 used the
extended Kalman filter (EKF) technique to extract the modal
parameters of a satellite with flexible solar panels. On the
Engineering Test Satellite VI, impulse and random excitation
were applied to the central body, and the measurement data
were packed and downloaded via S-band digital serial teleme-
try for the off-line analysis by the ERA method. The identified
modal parameters were then used in the synthesis of control
law.4–8

On the International Space Station (ISS), the shuttle booster
ignition pulse was used as an excitation to finish an on-orbit
modal parameter identification test five times. The dynamic re-
sponses of the Shuttle-ISS mated structure were measured by
the Shuttle payload bay video camera photogrammetric sys-
tem, the Internal Wireless Instrumentation System (IWIS) ac-
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Figure 1. Structural model of the flexible hub-beam system.

celerometers, and the IWIS strain gauges. The measured data
were processed and analysed based on the ERA to identify
the structural modal parameters, including frequencies, damp-
ing, and mode shapes.9, 10 On the Mir Space Station, the ex-
ternal excitations used in on-orbit modal experiment included
Shuttle and Mir thruster firings, Shuttle-Mir and Progress-
Mir dockings crew exercise and push offs, and ambient noise
during night-to-day and day-to-night orbital transitions. The
data from the Mir Auxiliary Sensor Unit (MASU), which con-
tains a total of 19 accelerometers, were used for modal iden-
tification by a time-domain free-decay method based on the
ERA.11–14 It can be concluded from above that some practical
work on spacecraft parameter identification has been done re-
cently. However all the tests above are specially designed for
parameter identification, which is separated from other space
missions. Every space mission is extremely expensive, as is
well known. We are then inspired to consider the following
question: Can the attitude manoeuvre data of spacecraft be di-
rectly used for parameter identification? We need the dynamic
response of spacecraft, which could be exactly provided by the
attitude manoeuvre of spacecraft, to realize the on-orbit iden-
tification. If possible, it is unnecessary to carry out solely on-
orbit identification, saving costs on space missions. And it may
also provide new methods for parameter identification in other
fields.

In this paper, a frequency identification technique is inves-
tigated using a flexible hub-beam system as the object of the
research, and the feasibility of identification using control data
of the system is verified. The hub-beam system is a typical
rigid-flexible coupling dynamic system. This system is ap-
plied to many engineering objects in practice, such as space-
craft, robots, turbine blades, etc. Today there are many stud-
ies on modelling and active control of the flexible hub-beam
system. This paper is organized as follows: Section 2 briefly
presents the first-order approximation coupling (FOAC) model
for a flexible hub-beam system. Active controller design using
optimal trajectory theory is presented in Section 3. Section 4
presents the OKID and ERA methods for the parameter iden-
tification. The numerical simulation results are shown in Sec-
tion 5, and finally, Section 6 generalizes the conclusions of the
research.

2. THE FIRST-ORDER APPROXIMATION
COUPLING MODEL

A hub-beam rotating in the horizontal plane is considered
here, as shown in Fig. 1, where the hub is a rigid body and
the beam is flexible. The coordinate system o0 − x0y0 is an
inertial frame, while the coordinate system o − xy is fixed to
the end of the beam, and this beam is fixed to the hub. The
effect of gravity on the hub and the beam is neglected. The
flexible beam is characterized by its length L, Young’s modu-
lus E, cross-sectional area moment of inertia I , mass density
per unit volume ρ, and cross-sectional area A. The radius of
the hub is rA, u is an external rotating torque acting on the hub,
and θ describes the angular rotation of the hub. In the past few
decades, researchers have proposed various dynamic models
for the flexible hub-beam system, among which the zero-order
approximation coupling (ZOAC) model and the first-order ap-
proximation coupling (FOAC) model are the most famous. The
ZOAC model assumes the deformation in structural dynamics
is small where axial and transverse displacements at any point
in the beam are uncoupled; it may result in divergence to the
system dynamic problem with high rotational speed, and it is
only capable of solving cases with low rotational speed. In
the FOAC model, the second-order coupling term of axial dis-
placement caused by the transverse displacement of the flexi-
ble beam is considered, so the FOAC model is capable of both
cases with low or high rotational speed. Cai, et al. conducted
thorough studies on these two models. Details can be found
in their research referenced in this study.15–18 In this paper,
the FOAC model is adopted to describe the flexible hub-beam
system, and is given below.

In many of the sources referenced here,15, 16, 18 the FOAC
model of the hub-beam system is analysed in detail using
the Hamilton’s theory and the assumed-mode discretization
method. It is expressed as

MŸ + (2θ̇G + Ct)Ẏ + KY = Q + F; (1)

where

Y =

 θq1

q2

 , M =

JH+Mθθ Mθq1 Mθq2

Mq1θ Mq1q1 0

Mq2θ 0 Mq2q2

 ,
G =

0 0 0

0 0 Gq1q2

0 Gq2q1 0

 , Q =

QθQq1

0

 , F =

u0
0

 ,
K =

0 0 0

0 Kq1q1 0

0 0 Kq2q2

 , Ct =

CH 0 0

0 α1M1 0

0 0 α2M2

+

β1
ρA

Mθθ Mθq1 Mθq2

Mq1θ Mq1q1 0

Mq2θ 0 Mq2q2

+
β2θ̇ sgn(θ̇)

ρA

C12 CT
21 CT

31

C21 C22 0

C31 0 C33

 ;

and where q1 and q2 are n × 1 vectors representing modal
coordinates of axial and transverse vibrations of the beam, re-
spectively. The parameter Mθθ is a scalar representing the
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total rotary inertia of the hub-beam system; Mq1q1 = M1

and Mq2q2 = M2, in which M1 and M2 are n × n gener-
alized elastic mass matrices of the beam; Mθq1 = MT

q1θ
and

Mθq2 = MT
q2θ

are 1 × n vectors representing inertia effects
caused by nonlinear coupling between large rotating motion
and elastic deformation; Gq1q2 and Gq2q1 are n × n matrices
resulted from gyroscopic effects; CH is the viscous damping
coefficient of the bearing of hub; α1 and α2 are the damp-
ing coefficients of the beam in axial and transverse directions,
respectively; β1 and β2 are the viscous and square damping
coefficients caused by the windward side of the beam, respec-
tively; C11 is a scalar; C21 and C31 are both n × 1 vectors;
C22 and C33 are both n × n matrices; Kq1q1 and Kq2q2 are
n × n stiffness matrices; Qθ is a scalar; and Qq1 is a n × 1

vector. These quantities are defined as follows:

Mθθ = J1 + qT1 M1q1 + qT2 M2q2 + 2(rAU01 + U11)q1 −
qT2 (rAD0 + D1)q2; (2)

Mq1θ = MT
θq1 = −Rq2; (3)

Mθq2 = MT
q2θ = rAU02 + U12 + qT1 R; (4)

Mq1q1 = M1 =

∫ L

0

ρAΦT
1 Φ1 dx; (5)

Mq2q2 = M2 =

∫ L

0

ρAΦT
2 Φ2 dx; (6)

Gq1q2 = −GT
q2q1 = −R; (7)

Kq1q1 = K1 − θ̇2M1; (8)

Kq2q2 = K2 − θ̇2M2 + θ̇2(rAD0 + D1); (9)

Qθ = −2θ̇
[
(qT1 M1q̇1 + qT2 M2q̇2) + (rAU01 + U11)q̇1 −

qT2 (rAD0 + D1)q̇2

]
; (10)

Qq1 = θ̇2(rAUT
01 + UT

11); (11)

C11 =

∫ L

0

ρA(rA + x)3dx+ qT1

[
rAM1 +∫ L

0

ρAxΦT
1 Φ1dx

]
q1 + qT2

[
rAM2 +

∫ L

0

ρAxΦT
2 Φ2dx

]
q2 +

2
[
r2AU01 + 2rAU11 +

∫ L

0

ρAx2Φ1dx
]
q1 −

qT2

[
r2AD0 + 2rAD1 +

∫ L

0

ρAx2S(x)dx
]
q2; (12)

C21 = −
[
rAR +

∫ L

0

ρAxΦT
1 Φ2dx

]
q2; (13)

C31 = r2AUT
02 + 2rAUT

12 +

∫ L

0

ρAx2ΦT
2 dx+[

rAR +

∫ L

0

ρAxΦT
2 Φ1dx

]
q1; (14)

C22 = rAM1 +

∫ L

0

ρAxΦT
1 Φ1dx; (15)

C33 = rAM2 +

∫ L

0

ρAxΦT
2 Φ2dx; (16)

where K1 and K2 in Eqs. (8) and (9) are n × n generalized
elastic stiffness matrices of the beam. Parameters Φ1(x) and

Φ2(x) in the above equations are 1×n vectors. They represent
mode functions of axial and transverse vibrations of the beam,
respectively, and they assume mode functions of the cantilever
beam. The constant parameters in Eqs. (2)–(11) are given as
follows:

J1 =

∫ L

0

ρA(rA + x)2dx; (17)

K1 =

∫ L

0

EAΦ′T1 Φ′1dx; (18)

K2 =

∫ L

0

EIΦ′′T2 Φ′′2dx; (19)

U0j =

∫ L

0

ρAΦjdx, j = 1, 2; (20)

U1j =

∫ L

0

ρAxΦjdx, j = 1, 2; (21)

D0 =

∫ L

0

ρAS(x)dx; (22)

D1 =

∫ L

0

ρAxS(x)dx; (23)

R =

∫ L

0

ρAΦT
1 Φ2dx; (24)

where J1 is a scalar; U0j and U1j are both 1× n vectors; and
D0, D1, and R are all n × n matrices. The parameter S(x)

in Eqs. (22) and (23) is the coupling shape function, and this
n × n matrix, discussed in sources used here,15, 16, 18 is given
by

S(x) =

∫ x

0

Φ′T2 (ξ)Φ′2(ξ)dξ. (25)

3. ACTIVE CONTROL DESIGN

The FOAC model given above is nonlinear and time-
varying. Control design directly using this model is difficult,
since nonlinear control theory is still under intensive and con-
tinuous development, though nowadays linear control theory
is comprehensive, and linear control design has many practical
applications. Here, we linearise the FOAC model, and use a
linear optimal tracking control method to design a controller
to control the flexible hub-beam system.

3.1. Linearisation of the FOAC Model

The effect of axial vibrations of the flexible beam on system
dynamics is much smaller than that of transverse vibrations,
and can be neglected. In classical linearisation for the flexible
hub-beam system, it is often assumed that the angular velocity
of rotational motion is small, so the related terms and their
higher order terms are neglected.19 Increment of rotary inertia
of the beam caused by its elastic deformation is also small,
which results in the omission of terms related to q1 and q2 in
Eq. (2).19 So, the linearised model of hub-beam system can be
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written as18, 19

[
JH+J1 Mθq2

Mq2θ M2

][
θ̈

q̈2

]
+

[
CH+ β1

ρAJ1
β1

ρAMθq2
β1

ρAMq2θ

(
α2+

β1

ρA

)
M2

][
θ̇

q̇2

]
+[

0 0

0 K2

][
θ

q2

]
=

[
u

0

]
; (26)

where J1, Mθq2 , Mq2θ, M2, and K2 are given by Eqs. (17),
(4), (6) and (19), respectively. In the expressions of Mθq2 and
Mq2θ, the term of qT1 R should be neglected.

In matrix form, Eq. (26) may be written as

M̂ ¨̂Y + Ĉ ˙̂Y + K̂Ŷ = Hu; (27)

where Ŷ =

[
θ

q2

]
, M̂ =

[
JH+JB Mθq2

Mq2θ M2

]
, Ĉ =[

CH+ β1

ρAJ1
β1

ρAMθq2
β1

ρAMq2θ

(
α2+

β1

ρA

)
M2

]
, K̂ =

[
0 0

0 K2

]
, and H =

[
1

0

]
.

In state-space formulation, Eq. (27) becomes

ẋ = Ax + Bu; (28)

where x =

[
Ŷ
˙̂Y

]
, A =

[
0 I2(n+1)×2(n+1)

−M̂−1K̂ −M̂−1Ĉ

]
, and

B =

[
0

M̂−1H

]
.

3.2. Controller Design

The optimal tracking controller is investigated in this sec-
tion. The desired state trajectory of the system is assumed to

be given by xd =
[
ŶT
d ,

˙̂Y
T

d

]T
, where ŶT

d =
[
θd, qT2d

]T
.

The following state error vector is defined as

e = xd − x; (29)

and the performance index is defined as

J =
1

2

∫ ∞
0

(
eTQe +Ru2

)
dt; (30)

where Q is a 2(n+ 1)× 2(n+ 1) weighting matrix, which is
positive definite and symmetric, and R is a positive weighting
scalar. The optimal tracking control law may be obtained as20

u = −R−1BT
Px +R

−1
B
T [

PBR
−1

B
T − A

T ]−1
Qxd;

(31)
where P is the solution of the Riccati equation

PA + A
T
P − PBR

−1
B
T
P = −Q. (32)

In the controller Eq. (31), the first term is a linear function of
state x, representing the regulating role of negative feedback.
The second term is a linear function of the desired state xd,
representing a driving action resulting from xd.

4. PARAMETER IDENTIFICATION OF THE
SYSTEM

In this section, parameter identification technology will be
investigated for the system. The observer/Kalman filter identi-
fication (OKID) and eigensystem realization algorithm (ERA)
will be used in the parameter identification. These two meth-
ods are both time-domain identification techniques and have
successful applications in spacecraft.

4.1. Description for OKID Technique
The OKID is a time-domain identification technique, pro-

posed by Juang, et al.21 Consider the following discrete linear
system {

x(k+1) = Ax(k) + Bu(k)

y(k) = Cx(k) + Du(k)
; (33)

where x is 2(n + 1)-dimensional state vector; u is the input
torque; and y is q × 1 output vector. The matrices A, B, C,
and D are the system matrix, input matrix, output matrix, and
influence matrix, respectively. From the recursive relations of
Eq. (33), one can obtain the expression of the system output at
kT moment (T denotes the data sampling period) as

y(k) = CAkx(0) +

k−1∑
τ=0

CAτBu(k−τ−1) + Du(k)

= CAkx(0) +

k−1∑
τ=0

Yτu(k−τ−1) + Du(k); (34)

where Yτ = CAτB and D are the system Markov parame-
ters to be identified. If the initial condition of the system is zero
or given, i.e., if x(0) at k = 0 is known, the system Markov
parameters can be determined directly using Eq. (34).21 How-
ever, for a practical engineering structure, the exact value of
initial condition is difficult to determine. Even though the
structure is at an equilibrium state and does not suffer from
any external excitation, the zero initial condition cannot be ex-
actly guaranteed; yet, there are always certain affecting factors
that make it impossible for the initial condition to be zero. Er-
rors may occur inevitably when the system Markov parameters
are identified using Eq. (34) based on the input-output data of
the system. To eliminate the influence of the initial conditions
on the identification of system Markov parameters, we firstly
construct a state observer whose Markov parameter equation is
independent of the initial condition, and by solving this equa-
tion based on the input-output data to get the observer’s pa-
rameters, and then by establishing the relationship of Markov
parameters between the observer and the original system, we
finally work out the Markov parameters of the original system.
The detailed process is described below.

The following state observer is constructed as21
x̂(k+1) = Ax̂(k) + Bu(k)− F

[
y(k)− ŷ(k)

]
= (A + FC)x̂(k) + (B + FD)u(k)− Fy(k)

ŷ(k) = Cx̂(k) + Du(k)

;

(35)
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where F is the weighting matrix of the observer. The eigen-
values of A + FC are adjusted by the selection of F such that
the state x̂(k) of the observer approaches the real state x(k) of
the system. The output of the observer at kT moment can be
written as

ŷ(k) = C(A + FC)kx̂(0) +

k−1∑
τ=0

Ŷτ

[
uT (k−τ−1) yT (k−τ−1)

]T
+ Du(k); (36)

where Ŷτ and D are the observer Markov parameters; Ŷτ is
expressed as

Ŷτ =
[
C(A + FC)τ (B + FD) −C(A + FC)τF

]
=
[
Ŷ

(1)
τ Ŷ

(2)
τ

]
; (37)

where Ŷ
(1)
τ = C(A+FC)τ (B+FD) and Ŷ

(2)
τ = −C(A+

FC)τF.
By selecting F to make the pole of A + FC on the origin,

the eigenvalue equation of A + FC will be (λ − λi)
2(n+1);

where λi is the i-th eigenvalue. Then by the Hamilton-Cayley
theorem, we have (A + FC)2(n+1) = 0. From Eqs. (33) and
(34) and by some derivation, the state error equation can be
written as

x(k+1)− x̂(k+1) = (A + FC)[x(k)− x̂(k)]. (38)

By the recurrence of the state error equation, when k ≥ n, we
have

x(k+1)− x̂(k+1) = (A + FC)[x(k)− x̂(k)]

= (A + FC)2[x(k−1)− x̂(k−1)]

...

= (A + FC)2(n+1)[x(k−2n−1)− x̂(k−2n−1)]

= 0. (39)

From Eq. (39), when k ≥ 2(n + 1), the state x̂(k) of the
observer will converge to the real state x(k), i.e., x(k) = x̂(k)

(k ≥ 2(n + 1)). So, from the second equation of Eq. (35),
the output ŷ(k) of the observer will converge to the real output
y(k) when k ≥ 2(n + 1), i.e., y(k) = ŷ(k) (k ≥ 2(n + 1)).
From Eq. (37), we know that Ŷτ = 0 when τ ≥ 2(n + 1).
Therefore, when k ≥ 2(n+ 1), Eq. (36) can be written as

y(k) =

2n+1∑
τ=0

Ŷτ

[
u(k−τ−1) yT (k−τ−1)

]T
+ Du(k),

k ≥ 2(n+ 1). (40)

Equation (40) holds strictly and is independent of the ini-
tial condition of the system. But Eq. (36) is subject to the
initial condition. Using the least squares to solve Eq. (40),
the Markov parameters Ŷτ and D of the observer can be ob-
tained.21 The relationship of Markov parameters between the
original system and the observer is21, 22

Yτ = CAτB = Ŷ(1)
τ +

τ−1∑
k=0

Ŷ
(2)
k Ŷτ−k−1 + Ŷ(2)

τ D. (41)

Based on the input-output data of the system, Markov pa-
rameters of the observer can be obtained from Eq. (40), and
Markov parameters of the original system can be obtained
from Eq. (41). The minimal state-space realization of the sys-
tem can be determined by using the eigensystem realization
algorithm (ERA) given in the following Section 4.2. From the
above process, we can observe that the specific value of F is
not needed in the entire calculation for Markov parameters.

4.2. Eigensystem Realization Algorithm
(ERA)

The ERA is a well-established algorithm for parameter
identification in time domain. It utilizes impulse response
data of the system to seek the minimal state-space realization
(Ar,Br,Cr,Dr) by the singular value decomposition of the
Hankel block matrix.

The (s + 1) × (t + 1) Hankel block matrix is constructed
as23, 24

H(τ) =


Yτ Yτ+1 · · · Yτ+t

Yτ+1 Yτ+2 · · · Yτ+1+t
...

...
. . .

...
Yτ+s Yτ+s+1 · · · Yτ+s+t

 . (42)

The matrix H(τ) can be written as the following form:

H(τ) = VsA
τWt; (43)

where Vs =
[
CT (CA)T (CA2)T . . . (CAs)T

]T
, Wt =[

B AB A2B . . . AtB
]

are the controllable and observable
matrices of the system, respectively. It is well known that for
the system with the order 2(n+ 1), the minimal dimension of
the system matrix is 2(n+1)× 2(n+1). If s+1 ≥ 2(n+1),
t+1 ≥ 2(n+1), and the system is controllable and observable,
the rank of Vs and Wt will be both n; therefore, the rank of
the Hankel block matrix H(τ) will be 2(n+1). By performing
the singular value decomposition of H(0), we have

H(0) = UNVT ; (44)

where U and V are both unitary matrix, and N is the eigen-
value diagonal matrix, given by

N = diag(d1, d2, . . . , dr, dr+1, . . .),

d1 ≥ d2 ≥ . . . ≥ dr ≥ dr+1 ≥ . . . ≥ 0. (45)

Assuming that the order of minimal realization of the system
is r, r can be determined using the following singular value
truncation threshold ε:

dr
d1

≥ ε,
dr+1

d1
≤ ε. (46)

Let Ur be the first r columns of U, let Vr be the first r
columns of V, and let Nr = diag(d1, d2, . . . , dr). Now define
the following matrices:

ET
q =

[
Iq 0q×(l−1)q

]
, ET

m =
[
Im 0m×(l−1)m

]
; (47)
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where Iq and Im are q-dimensional and m-dimensional
unit matrices, respectively. The minimal realization
(Ar,Br,Cr,Dr) of the system can be determined as23, 24

Ar = N−1/2r UT
r H(1)VrN

−1/2
r ,

Br = N1/2
r VrEm,

Cr = ET
q UrN

1/2
r . (48)

By solving the eigenvalues of Ar, we can obtain

ψ−1Arψ = Λ, Λ = diag(λ1, λ2, . . . , λ2(n+1)); (49)

where ψ is the eigenvector matrix of Ar and λi (i =

1, 2, . . . , 2(n+1)) is the i-th eigenvalue. Define the following
parameter:

si =
ln(λi)

T
, i = 1, 2, . . . , 2(n+ 1); (50)

where T is the data sampling period. Then, the natural fre-
quency ωi can be obtained as

ωi =
√

[Re(si)]2 + [Im(si)]2, i = 1, 2, . . . , 2(n+ 1);

(51)
where Re(si) and Im(si) are the real part and imaginary part
of si, respectively.

5. NUMERICAL SIMULATIONS

In this section, numerical simulations are carried out to
demonstrate the effectiveness of the identification method pro-
posed in this paper. The radius of the hub is assumed to be
rA = 0.05 m, and its rotary inertia is JH = 0.30 kgm2. The
properties of the flexible beam are given as follows: The length
is L = 1.8 m, the cross-section area is A = 2.5 × 10−4 m2,
the area rotary inertia is I = 1.3021 × 10−10 m4, the mass
density is ρ = 2.766 × 103 kg/m3, and the modulus of elas-
ticity is E = 6.90 × 1010 N/m2. The damping parameters
adopted in Yang’s study of dynamic modelling theory25 are set
to α1 = α2 = 0.011, β1 = 0, β2 = 0.0353, and CH = 0. For
the flexible cantilever beam with no large motion, the funda-
mental frequency is 0.622 Hz.

Assume that the following rotating torque is put on the hub:

u(t) =

u0 sin
(

2π
T t
)
, 0 ≤ t ≤ T

0 t > T
; (52)

where T = 2 s and u0 = 1 Nm. The tip transverse response of
the beam and the time history of angle displacement of large
motion of the hub are displayed in Fig. 2. The domain fre-
quency of the tip transverse response of the beam based on the
FOAC model is the first-order frequency (1.381 Hz), and the
weightiness of the second order frequency is very small. Due
to the effect of large motion, the first-order frequency now is
2.2 times that of the fundamental frequency without rotation.
This is the so-called dynamic stiffening phenomenon, which
results from the additional stiffness caused by the coupling of

Figure 2. The tip response of the beam and the time history of angular dis-
placement of the hub.

large rotation of the rigid hub and small elastic vibration of
the flexible beam.25 In Yang’s study, dynamics experiments of
flexible hub-beam system were done, in which several beams
of different lengths were taken into account, and the experi-
mental results indicate that the domain vibration frequency of
the beam with rotation is always about 2.2 times that of the fun-
damental frequency of the beam without rotation.25 Based on
this conclusion, the first-order frequency is set to be the target
of parameter identification.

In the identification simulations, three cases are considered:
white-noise excitation, position control, and constant-speed ro-
tation control. A white-noise case means that the external
torque on the hub is a white-noise signal. A position control
case means that a controller on the hub is designed to drive the
system from one position to another, and the residual vibra-
tion of the beam should be suppressed by this controller after
the arrival of position. Constant-speed rotation control means
that a controller is designed to drive the system to rotate with
a constant angular velocity, and the residual vibration of the
beam should be suppressed. The angular displacement and an-
gular velocity of the hub, and the tip transverse response of the
beam, will be used as the output of the system in the parameter
identifications. The detailed input-output arrangements are:

• Case 1: white-noise torque is used as the input of the sys-
tem; the angular velocity of the hub and the tip transverse
response of the beam are used as the output of the system,
respectively.

• Case 2: the position controller is used as the input; the
angular displacement of the hub and the tip transverse re-
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Figure 3. The responses of the system under white-noise excitation: (a) tip
displacement of the beam, (b) angular velocity of the hub, and (c) white-noise
excitation.

sponse of the beam are used as the output, respectively.

• Case 3: the constant-speed rotation controller is used as
the input; the angular velocity of the hub and the tip trans-
verse response of the beam are used as the output, respec-
tively.

Then, parameter identifications will be done for the above
three cases. The data sampling period is all chosen as 100 Hz
in the simulations. First, we consider the white-noise case. The
tip transverse response of the beam, the time history of angular
velocity of the hub, and white noise torque are displayed in
Fig. 3. So, the input and output data of the system are both
known; thus the OKID and ERA may be used to identify the
first-order frequency of the system, and the results are given
in the third and fourth rows of Table 1. The theoretical result
is given in the second row of Table 1 for comparison, as well.
We can observe from Table 1 that the identification results are
very close to the theoretical ones, which proves the validity of
the methods in this paper.

Table 1. The identification results of the first-order frequency of the system.

Case Output signal Frequency (Hz) Error (%)
Theoretical

1.3810
results

Tip transverse
1.3841 0.224475

White-noise response of beam
excitation Angular velocity

1.3834 0.173787
of beam
Tip transverse

1.3762 0.347574
Position response of beam
control Angular displace-

1.3722 0.637219
ment of hub
Tip transverse

1.3811 0.007241
Constant-speed response of beam
control Angular velocity

1.3810 0.000000
of hub

Next, we consider the active position control of a flexible
hub-beam system. The desired position trajectory adopted by
Cai, et al. and Zhang18, 19 is used here, given by

θ =


2θ0
T 2 t

2 t ≤ T
2

θ0
2 + 2θ0

T

(
t− T

2

)
− 2θ0

T 2

(
t− T

2

)2
T
2 < t ≤ T

θ0 t > T

.

(53)
Equation (53) indicates that the system rotates with an accel-
erated motion from the initial condition. The angular veloc-
ity of the system reaches its maximum value at the moment
T/2, and then the system rotates with a decelerated motion,
and the angular velocity turns zero after the moment T . The
controller to be designed is required to drive the system to a
desired position and suppress the residual vibration of beam
after arrival. Assume that the end position of angular displace-
ment in Eq. (53) is θ0 = π/3 = 60◦. The parameter T = 2 s is
taken in Eq. (53). In designing the active controller, the weight-
ing matrix and the weighting scalar in Eq. (32) are chosen as
Q = diag(1000, 100, 10, 1, 1, 1), and R = 1. The responses
of the system are given in Fig. 4. It is observed from Fig. 4
that the desired position may be achieved and the residual vi-
bration of the beam may be suppressed. Using the OKID and
ERA to identify the vibration frequency, the results are shown
in rows 5 and 6 of Table 1, and they are also very close to the
theoretical value.

Finally, we consider the constant-speed rotation control of
the hub-beam system. It is assumed that the system rotates
with an accelerated motion from the initial condition. The
aim of control design is to drive the system to rotate from the
zero moment and reach an angular velocity θ̇ at moment T .
Then, the system is required to rotate with this constant an-
gular velocity θ̇. At the same time, residual vibration of the
beam should be suppressed by this controller. θ̇ = 1 rad/s and
T = 2 s here. In controller design, the weighting matrix Q

and the weighting scalar R are the same as the above cases.
The responses of the system are displayed in Fig. 5. Using the
input and output data to identify the vibration frequency of the
system, the results are shown in rows 7 and 8 of Table 1. Sim-
ilar to the above two cases, the identification results are almost
identical to the theoretical one, and the identification precision
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Figure 4. The responses of the system for the position control case: (a) tip
displacement of the beam, (b) angular displacement of the hub, and (c) control
torque.

is higher than in the above two cases, as well.
From the above simulations we can draw a conclusion that

the first-order frequency of the system can be effectively iden-
tified using the OKID and ERA as long as the input and output
data of the system are known. This technique may possibly
be applied to the on-orbit identification of spacecraft. The on-
orbit identification needs the vibration response of spacecraft,
and the attitude manoeuvre of spacecraft exactly provides an
excitation, so it can be accomplished without adding additional
space missions.

6. CONCLUSIONS

In this paper, active control and parameter identification are
studied based on a flexible hub-beam system. The first-order
approximation coupling (FOAC) model is introduced. The op-
timal tracking control theory is used for the active control of
the system. A parameter identification technology is presented
using the OKID and ERA. The research results indicate that

Figure 5. The responses of the system for the constant-speed case: (a) tip
displacement of the beam, (b) angular velocity of the hub, and (c) control
torque.

the desired position of the system may be achieved by using
the controller, and the residual vibration of the beam can be
suppressed, as well. The system frequency may be identified
effectively by the OKID and ERA, no matter what kind of ex-
ternal torque is put on the hub. It is feasible and effective to
obtain the system frequency using the control data.
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The exact analytic solutions are obtained with the use of the eigenvalue approach for a free vibration problem of a
thermoelastic hollow cylinder in the context of Green and Naghdi theory (GNIII). The dispersion relations for the
existence of various types of possible modes of vibrations in the considered hollow cylinder are derived in a com-
pact form and the validation of the roots for the dispersion relation is presented. To illustrate the analytic results,
the numerical solution of various relations and equations has been carried out to compute the frequency, thermoe-
lastic damping and frequency shift of vibrations in a hollow cylinder of copper material with MATHEMATICA
and MATLAB software.

1. INTRODUCTION

In the literature concerning thermal effects in continuum
mechanics, several parabolic and hyperbolic theories for de-
scribing the heat conduction were developed. These hyper-
bolic theories were also called theories of second sound and
there the flow of heat was modelled with finite propagation
speed, which contrasts with the classical model based on the
Fouriers law leading to infinite propagation speed of heat sig-
nals as in.1–9 Green and Naghdi10, 11 proposed GNII and GNIII,
which is a generalized thermoelasticity theory based on en-
tropy equality rather than the usual entropy inequality. An im-
portant feature of this theory, which was not present in other
thermoelasticity theories, was that it does not accommodate
the dissipation of thermal energy. GN theory seems to be ide-
alistic from a physical point of view. The genesis lies in the
fact that the thermoelastic model of the GN theory was an ide-
alized material model. During the last years, different prob-
lems were considered by using Green and Naghdi theories, as
in Abd El-Latief et al.,12 Youssef,13 Mukhopadhyay et al.,14

Sharma et al.,15 Prasad et al.,16 Othman et al.,17 Abbas,18 and
Abbas et al.19 A survey article of representative theories in the
range of generalized thermoelasticity is given by Hetnarski and
Ignaczak.20

The vibrations in thermoelastic materials have many appli-
cations in various fields of science and technology, namely
aerospace, atomic physics, thermal power plants, and chemical
pipes. The cylinders were frequently used as structural compo-
nents and their vibrations were obviously important for practi-
cal design. Abbas studied the natural frequencies of a poroe-
lastic hollow cylinder.21 Abd-alla and Abbas investigated the
magnetoelastic longitudinal wave propagation in a transversely
isotropic circular cylinder.22 Mykityuk studied the thermoelas-
tic vibrations of a thick-walled cylinder of time-varying thick-
ness.23 Zhitnyaya analyzed an uncoupled problem of the ther-
moelastic vibrations of a cylinder.24 Marin and Lupu studied
the harmonic vibrations in thermoelasticity of micropolar bod-
ies.25 Erbay et al. investigated thermally induced vibrations in
a generalized thermoelastic solid with a cavity.26 Sharma et

al. solved the vibration analysis of a transversely isotropic hol-
low cylinder by using the matrix Frobenius method.27 Nayfeh
and Younis presented a model for thermoelastic damping in
microplates.28, 29 Rezazadeh et al. studied the thermoelastic
damping in a micro-beam resonator using modified couple
stress theory.30

The present article is devoted to study the frequency, fre-
quency shifts and damping due to thermal variations in ho-
mogenous isotropic hollow cylinder, in the context of Green
and Naghdi of type III model of non-classical (generalized)
thermoelasticity.

2. BASIC EQUATION AND FORMULATION
OF THE PROBLEM

Following Green and Naghdi, the basic equations of the
thermoelasticity theory for homogeneous isotropic material in
the absence of body forces and heat sources were considered
as the equations of motion10, 11:

σij,j = ρ
∂2ui
∂t2

; (1)

where ρ was the density of the medium, t was the time, σij
were the components of stress tensor, and ui were the compo-
nents of displacement vector. The equation of heat conduction
is: (

K∗ijT,j +Kij Ṫ,j

)
=

∂2

∂t2
(ρce + γT0e) ; (2)

where T is the temperature, ce was the specific heat at constant
strain, Kij was the thermal conductivity, K∗ij was the material
constant characteristic of the theory, T0 was the reference tem-
perature; γ = (3λ + 2µ)αt, αt was the coefficient of linear
thermal expansion. The constitutive equations were given by:

σij = 2µeij + [λe− γ(T − T0)] δij ; (3)

with e = eii, i, j = r, θ, z, where λ, µ were the Lame’s con-
stants and δij was the Kronecker symbol.
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Let us consider an elastic hollow cylinder of an isotropic
homogeneous medium whose state could be expressed in terms
of the space variable r and the time variable t. In a cylindrical
coordinate system (r, θ, z), for the axially symmetric problem
ur = ur(r, z, t), uθ = 0, uz = uz(r, z, t). Furthermore, if
only the axisymmetric plane strain problem was considered,
we had ur = u(r, t) and uθ = uz = 0. Thus, the strain-
displacement relations are

err =
∂u

∂r
, eθθ =

u

r
, ezz = erz = erθ = eθz = 0. (4)

The stress-strain relations are

σrr =2µ
∂u

∂r
+ λ

(
∂u

∂r
+
u

r

)
− γ(T − T0); (5)

σθθ =2µ
u

r
+ λ

(
∂u

∂r
+
u

r

)
− γ(T − T0). (6)

It was assumed that there were no body forces and heat sources
in the medium, the equation of motion and energy equation
hadthe form:

∂σrr
∂r

+
σrr − σθθ

r
= ρ

∂2u

∂t2
(7)

K∗
1

r

∂

∂r

(
r
∂T

∂r

)
+K

1

r

∂

∂r

(
r
∂2T

∂t∂r

)
=

∂2

∂t2

(
ρceT + γT0

(
∂u

∂r
+
u

r

))
. (8)

It was convenient to change the preceding equations into the
dimensionless forms. To do this, the dimensionless parameters
were introduced as

(r′, u′) =
(r, u)

cχ
, t′ =

t

χ
, ω′ = ωχ,

(σ′rr, σ
′
θθ) =

1

λ+ 2µ
(σrr, σθθ), T ′ =

T − T0
T0

, (9)

where, c2 = λ+2µ
ρ , χ = K

ρcec2
. From Eq. (9) into Eqs. (5) to

(8), one may obtain (here dashes are ignored for convenience):

∂2u

∂r2
+

1

r

∂u

∂r
− u

r2
− a2

∂T

∂r
=
∂2u

∂t2
; (10)(

ε1 +
∂

∂t

)(
∂2T

∂r2
+

1

r

∂T

∂r

)
=

∂2

∂t2

(
T + ε2

(
∂u

∂r
+
u

r

))
;

(11)

σrr =
∂u

∂r
+ a1

u

r
− a2T ; (12)

σθθ = a1
∂u

∂r
+
u

r
− a2T (13)

where a1 = λ
λ+2µ , a2 = γT0

λ+2µ , ε1 = K∗

ρcec2
, ε2 = γ

ρce
. The

boundary conditions for stress free and isothermal surfaces of
the cylinder may be expressed as:

σrr(a, t) = σrr(b, t) = 0; T (a, t) = T (b, t) = 0; (14)

where a and b are the inner and outer radii of the cylinder re-
spectively.

3. THE EXACT SOLUTION OF THE MODEL

We considered cylindrical time-harmonic vibrations so that:

u(r, t) = ū(r)eiωt, T (r, t) = Teiωt; (15)

where ω was the non-dimensional circular frequency of vibra-
tions. By placing Eq. (15) into Eqs. (10) and (11), we get:

d2ū

dr2
+

1

r

dū

dr
− ū

r2
= −ω2ū+ a2

dT

dr
; (16)

d2T

dr2
+

1

r

dT

dr
= −ω2

(
ε3T + ε4

(
dū

dr
+
ū

r

))
(17)

where ε3 = 1
ε1+iω

and ε4 = ε2
ε1+iω

. By differentiating Eq. (17)
with respect to r and using Eq. (16) we got:

d2

dr2

(
dT

dr

)
+

1

r

d

dr

(
dT

dr

)
− 1

r2

(
dT

dr

)
=

− ω2

(
−ω2ε4ū+ (ε3 + ε4a2)

dT

dr

)
. (18)

Equations (16) and (18) could be written in a vector-matrix
differential equation as follows:

LV = AV (19)

where L ≡ d2

dr2 + 1
r
d
dr −

1
r2 was the Bessel operator, V =[

ū dT
dr

]T
and A =

[
A11 A12

A21 A22

]
, with A11 = −ω2, A12 =

a2, A21 = ω4ε4, A22 = −ω2(ε3 + a2ε4).
Let us now proceed to solve Eq. (19) by the eigenvalue ap-

proach proposed by Das at al.,31 Abbas,32–34, 36 and Youssef
et al.35 The characteristic equation of the matrix A takes the
form:

A11A22 −A12A21 − (A22 +A11)λ+ λ2 = 0. (20)

The roots of the characteristic Eq. (20), which were also the
eigenvalues of matrix A, were of the form λ = λ1, λ = λ2.
The eigenvector X =

[
x1 x2

]T
, which corresponded to the

eigenvalue λ, could be calculated as:

x1 = A12, x2 = λ−A11. (21)

From Eq. (20), we could easily calculate the eigenvector Xj ,
which corresponded to the eigenvalue λj , j = 1, 2. For further
reference, we shall use the following notations:

X1 = [X]λ=λ1
, X2 = [X]λ=λ2

. (22)

The solution of Eq. (20) could be written as follows:

V = X1 (A1I1(p1r) +A2K1(p1r)) +

X2 (A3I1(p2r) +A4K1(p2r)) ; (23)

where p1 =
√
λ1, p2 =

√
λ2, I1, K1 were the modified of

Bessels functions and A1, A2, A3, A4 were arbitrary constants
to be determined. Upon using Eq. (23), the displacement and
temperature gradient were obtained as:

ū(r) = x11 (A1I1(p1r) +A2K1(p1r)) +

x21 (A3I1(p2r) +A4K1(p2r)) ; (24)
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dT

dr
= x12 (A1I1(p1r) +A2K1(p1r)) +

x22 (A3I1(p2r) +A4K1(p2r)) ; (25)

where xji was the component number i of the eigenvector num-
ber j. Thus, the exact solutions of field variables could be writ-
ten for r and t as:

u(r, t) =

[
x11 (A1I1(p1r) +A2K1(p1r)) +

x21 (A3I1(p2r) +A4K1(p2r))

]
eiωt; (26)

T (r, t) =

[
x12
p1

(A1I0(p1r)−A2K0(p1r)) +

x22
p2

(A3I0(p2r)−A4K0(p2r))

]
eiωt; (27)

σrr(r, t) =

A1

[
(p21x

1
1 − βx12)

p1
I0(p1r) +

x11(ξ − 1)

r
I1(p1r)

]
+

A2

[
(βx12 − p21x11)

p1
K0(p1r) +

x11(ξ − 1)

r
K1(p1r)

]
+

A3

[
(p22x

2
1 − βx22)

p2
I0(p2r) +

x21(ξ − 1)

r
I1(p2r)

]
+

A4

[
(βx22 − p22x21)

p2
K0(p2r) +

x21(ξ − 1)

r
K1(p2r)

]
; (28)

σθθ(r, t) =

A1

[
(p21ξx

1
1 − βx12)

p1
I0(p1r)−

x11(ξ − 1)

r
I1(p1r)

]
+

A2

[
(βx12 − p21ξx11)

p1
K0(p1r)−

x11(ξ − 1)

r
K1(p1r)

]
+

A3

[
(p22ξx

2
1 − βx22)

p2
I0(p2r)−

x21(ξ − 1)

r
I1(p2r)

]
+

A4

[
(βx22 − p22ξx21)

p2
K0(p2r)−

x21(ξ − 1)

r
K1(p2r)

]
. (29)

4. DISPERSION RELATIONS

We assumed that the thermoelastic hollow cylinder was sub-
jected to traction-free and isothermal boundary conditions,
Eq. (15), at its surfaces (r = a, b). By applying boundary
conditions, which were Eqs. (15), (27), and (28), we obtain
a system of four homogeneous linear algebraic equations in
unknowns A1, A2, A3, and A4. This system would have a
nontrivial solution if and only if the determinant of the coeffi-
cients A1, A2, A3, and A4 vanished and such a requirement of
nontrivial solution lead to dispersion equations given by:

∆ = det(Lij) = 0, i, j = 1, 2, 3, 4; (30)

where,

L11 =
(p21x

1
1 − a2x12)

p1
I0(p1a) +

x11(a1 − 1)

a
I1(p1a);

L12 =
(a2x

1
2 − p21x11)

p1
K0(p1a) +

x11(a1 − 1)

a
K1(p1a);

Figure 1. Non-dimensional frequency ωR verses the length to mean radius
ratio η.

Figure 2. Thermoelastic damping Q−1 versus m for different values of η.

L13 =
(p22x

2
1 − a2x22)

p2
I0(p2a) +

x21(a1 − 1)

a
I1(p2a);

L14 =
(a2x

2
2 − p22x21)

p2
K0(p2a) +

x21(a1 − 1)

a
K1(p2a);

L21 =
(p21x

1
1 − a2x12)

p1
I0(p1b) +

x11(a1 − 1)

b
I1(p1b);

L22 =
(a2x

1
2 − p21x11)

p1
K0(p1b) +

x11(a1 − 1)

b
K1(p1b);

L23 =
(p22x

2
1 − a2x22)

p2
I0(p2b) +

x21(a1 − 1)

b
I1(p2b);

L24 =
(a2x

2
2 − p22x21)

p2
K0(p2b) +

x21(a1 − 1)

b
K1(p2b);

L31 =
x12
p1
I0(p1a), L32 = −x

1
2

p1
K0(p1a)

L33 =
x22
p2
I0(p2a), L34 = −x

2
2

p2
K0(p2a)

L41 =
x12
p1
I0(p1b), L42 = −x

2
1

p1
K0(p1b)

L43 =
x22
p2
I0(p2b), L44 = −x

2
2

p2
K0(p2b)

5. NUMERICAL RESULTS AND DISCUSSION

The copper material had been chosen for the purposes of nu-
merical evaluations in the space-time domain. From the mate-
rial constants, we got the non-dimensional values of the prob-
lem as Abbas:37

µ = 3.86× 1010(kg)(m)−1(s)−2;
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Table 1. The validation of the roots for the dispersion relation.

m η = 0.4 η = 0.8
ω ∆ ω ∆

1 0.7062 + 0.00002i 4.2 × 10−16 − 1.5 × 10−17i 0.5628 + 0.00016i 9.9 × 10−16 + 1.1 × 10−15i
2 6.3247 + 0.00825i −3.2 × 10−16 − 6.9 × 10−16i 2.4331 + 0.00738i −1.0 × 10−16 + 1.8 × 10−17i
5 25.143 + 0.00839i 5.1 × 10−19 − 2.4 × 10−19i 9.4425 + 0.00834i 5.0 × 10−16 − 7.1 × 10−17i

10 56.553 + 0.00839i −23 × 10−18 − 4.4 × 10−19i 21.213 + 0.00839i −2.0 × 10−18 + 7.1 × 10−18i
15 87.967 + 0.0084i 7.3 × 10−19 + 1.3 × 10−18i 32.991 + 0.00839i 1.7 × 10−17 + 4.8 × 10−18i
20 119.38 + 0.0084i −3.1 × 10−19 − 1.8 × 10−18i 44.771 + 0.00839i −2.7 × 10−17 + 1.5 × 10−18i

Figure 3. Frequency shift ωs versus m for different values of η.

λ = 7.76× 1010(kg)(m)−1(s)−2;

ce = 3.831× 102(m)2(K)−1(s)−2;

K = 3.68× 102(kg)(m)(K)−1(s)−3;

ρ0 = 8.954× 103(kg)(m)−3;

αt = 17.8× 10−6(K)−1;

T0 = 293(K); a = 1. (31)

The numerical computation had been carried out with the
help of MATHEMATICA and MATLAB files for the length to
mean radius ratio

(
η = b−a

R

)
, where a = 1, b > a, R = a+b

2 .
Due to the presence of a dissipation term in the heat conduc-
tion equation, the frequency equation in the general complex
transcendental equation provided us with a complex frequency
value, ωm = ωmR + iωmI , where m was the mode number that
corresponded to the roots of the transcendental Eq. (30) and
ωmR and ωmI were the real part and imaginary parts of frequency
ωm. The thermoelastic damping factor was given by:

Q−1 = 2

∣∣∣∣ωmIωmR
∣∣∣∣ .

The frequency shift due to thermal variations was defined as:

ωs =

∣∣∣∣ωmR − ωmoωmo

∣∣∣∣ ;
where ωmo was the frequency in elastic hollow cylinder.

The calculation of the roots of the dispersion relation
Eq. (30) represented a major task and required a rather exten-
sive effort of numerical computation. The frequency spectrum
ωm versus the different values of the length to mean radius ra-
tio η for the first twenty modes was computed by the interval
halving method. The validation of the roots for the dispersion
relation is presented in Table 1.

The first twenty modes of non-dimensional frequency ωR
verses the length to radius ratio η are presented in Fig. 1.
It was observed that the non-dimensional frequency ωR de-
creased with an increasing length to mean radius ratio. The
thermoelastic damping Q−1 versus m for different values of

the length to mean radius ratio η are presented in Fig. 2, from
which it is seen that the thermoelastic damping Q−1 increased
initially to attain its maximum peak value at the second mode
before it decreased in order to become ultimately asymptotic
with increasing m. Figure 3 shows the variation of the fre-
quency shift ωs versus m for different values of the length to
mean radius ratio η. It could be inferred that the frequency
shift ωs increased sharply to attain its maximum peak value
at the second mode and then decreased to become ultimately
asymptotic with increasing m.

6. CONCLUSIONS

The exact solution for a free vibration of thermoelastic hol-
low cylinder under GNIII model has been done with the help of
the eigenvalue approach. The eigenvalue approach is applied
successfully to get an explicit, totally analytic, and uniformly
valid solution for the current problem. The validation of the
roots for the dispersion relation is also presented. The closed
form solution obtained here opens the scope of further studies
in mathematics, science, and engineering disciplines.
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Defects in structures may be inherited from materials and manufacturing or they develop during service. Defects
may cause catastrophic failure, which is why their detection and classification are important issues. Many aspects
of defects have already been dealt with, but with wider applications of non-destructive testing methods to composite
materials. However, the effect of arbitrary and random defect geometry on the applicability of these methods has
been overlooked. In order to investigate this issue, this study carries out a free vibration analysis of a specially
orthotropic cracked cantilever beam that was manufactured by Pultrusion. A new crack model, unlike the widely
known V-shaped crack, is introduced and the effect of crack depth on the natural frequency is investigated, both
experimentally and numerically. The results obtained from both the new- and the V-shaped models are compared
with each other, and it is revealed that the results are not sensitive to the geometry change.

1. INTRODUCTION

Composites were used in various structural applications in
the civil, automotive, and aerospace industries. One typical
application of composites in structures are beams. A defect
on a composite beam, which develops with time, can destroy
it. Recent research has been directed to the detection or di-
agnoses of the development of defects in composites under
dynamic loading. Initially, in composite failure detection re-
search, Krawczuk et al.1 found that natural frequencies of a
cracked structural composite member beam were influenced
by a crack in the member: the increase in crack depth had
caused a decrease in the calculated natural bending frequen-
cies. Song et al.,2 on the other hand, analysed that the bending
free vibration of a cantilever laminated composite beam was
weakened by multiple surface cracks. The governing equa-
tions of the composite beam with open cracks were accounted
for in transverse shear and inertia effects. Kisa3 presented a
new method for the numerical modelling of the free vibra-
tion of a cantilever composite beam that had multiple open
and non-propagating cracks. The author had observed the fre-
quency ratios to decrease under fibre angle increases. Wang
et al.4 studied the coupled bending and torsional vibration of
a fiber-reinforced composite cantilever with an edge surface
crack. They concluded that changes in natural frequencies and
the corresponding mode shapes depended on fiber orientation
and fiber volume fraction. Finally, Hamid and Hamada5 in-
vestigated a composite beam with different fiber angles and a
single crack. They stated that the natural frequency and the
damping ratio increased when fiber angle rose for a constant
crack location and depth.

Table 1. The mechanical properties of the pultruded GFRP composite beam.

E1 E2 E3 G12 G13 G23 v12 v13 v23 Density
109 Pa - kg/m3

25 8.5 8.5 3 3 3.9 0.23 0.23 0.09 1800

In this study, a new crack model is introduced together with
the known V-shaped crack model in order to investigate the ef-
fect of defect geometry change on the natural frequencies and
mode shapes under free vibration loading. These examinations
were carried out using both experimental and finite element
analyses.

2. MATERIAL PROPERTIES

Material properties in the principal material directions 1, 2,
and 3 of the pultruded glass fibre reinforced composite beam
were determined. The beam had a solid cross-section with
45 mm height, 29 mm width, and a length of 1400 mm. The 1-
axis lies along the fibre’s direction and the shear modulus G23

were calculated from Eq. (1):

G23 =
E2

2(1 + ν23)
. (1)

The properties are given in Tab. 1.

3. NUMERICAL MODELLING

ANSYS 8.16 finite element package had been used to model
the beam with an assumed open crack. The crack was created
at 745 mm away from the cantilevered end. Eight different
crack depths, namely d = 5, 10, 15, 20, 25, 30, and 35 mm,
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Figure 1. The schematic representation of the cracked cantilever beam.

Figure 2. The overall appearance of the new finite element model and cracked
zone.

Figure 3. The experimental setup.

were studied. Lines were created by joining defined keypoints
and the areas were obtained by connecting these lines. The
three-dimensional beam models were obtained by extrusion of
the corresponding areas along the width direction. Then, the
model was meshed by Solid45 elements existing in the Ansys
element library. Because the crack zone was the most crit-
ical, finer elements along the crack edges were created with
constant 1 mm side length divisions. The overall appearance
of the schematics and the finite element model are shown in
Figs. 1 and 2, respectively.

Displacements and rotations of the left end of the beam in
all directions were constrained. Hence, the cantilever bound-
ary conditions were imposed. The upper side and the tip of the

Figure 4. The schematic drawing of the experiment.

crack were modelled in the shape of a combination of a rectan-
gle and a V, as shown in Fig. 2. This was a different approach
from previous research, where the whole crack had been mod-
elled in a V-shape. In fact, cracks created on beams in real life
have a rectangular upper side and a V-shape towards the crack
tip.

4. EXPERIMENTS

Both intact (d = 0) and cracked (d = 5, 10, 15, 20, 25, 30,
and 35 mm) specially orthotropic composite beams had been
placed successively on the prepared setup for free vibration
analysis. The experimental setup and its schematic drawing
are shown in Figs. 3 and 4, respectively.

The intact beams were constrained from their left ends along
a 100 mm length by the aid of a vice. An accelerometer was
located at a point that is 700 mm away from the cantilever end.
Free vibration was simulated by dropping a steel ball with a
weight of 2.04 gram from a constant height of 800 mm. Free
vibration signals obtained through the accelerometer were am-
plified with an amplifier, which had a constant gain of 10 and
transferred to the computer through a data acquisition card.
The vibration signals were sampled with 100 kHz on a data ac-
quisition card. The data was then transferred to and recorded
on the computer in 165 ms. The computer recorded a total
number of 16,384 data. Then, a program written in MATLAB
was used to calculate Fast Fourier Transform of the vibration
signals.

Later, artificial cracks that had widths of 1 mm and depths
of 5, 10, 15, 20, 25, 30, and 35 mm, respectively, and 745 mm
away from the cantilever end were made by the aid of a hand
saw. Experiments executed for the intact beam were also per-
formed for every cracked beam, and the obtained data were
saved to the computer.

5. RESULTS AND DISCUSSION

In this study, free vibrations of intact and later cracked
beams that had different crack depths are investigated both ex-
perimentally and numerically. The natural frequencies of the
beams are determined and then the relationship between the
depth of the crack and the variation in the natural frequency
is investigated. The first four experimental and finite element
natural frequencies of the intact beam and the beams with the
new crack model, along with the results of the V-shaped crack
geometries, are presented in Tab. 2, where f represents the cor-
responding natural frequency and d shows the depth of crack
with appropriate subscripts. Specifically, d0 indicates the in-
tact beam. Fig. 5 gives the lateral mode shapes for the 25 mm
cracked depth, namely d25.
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Table 2. The first four natural frequencies for the two crack geometries.

Natural Freq. [Hz] d0 d5 d10 d15 d20 d25 d30 d35
f1exp 18.80 18.75 18.75 18.75 18.75 18.75 18.75 18.75
f1fem New 13.80 13.78 13.73 13.64 13.49 13.21 12.68 11.46
f1 fem V 13.80 13.78 13.74 13.65 13.50 13.24 12.74 11.62
f2exp 118.75 118.74 112.50 112.48 99.99 93.75 81.24 68.74
f2fem New 85.35 84.87 83.28 80.65 76.58 70.65 62.62 52.09
f2 fem V 85.35 84.91 83.44 80.86 76.93 71.20 63.41 53.04
f3exp 331.23 331.23 324.96 324.95 318.73 312.48 306.22 299.98
f3fem New 234.29 234.17 233.80 233.17 232.21 230.84 229.01 226.67
f3 fem V 234.29 234.18 233.83 233.23 232.30 230.98 229.21 226.90
f4exp 624.96 612.46 606.20 599.96 587.46 568.71 556.21 543.71
f4fem New 446.65 444.74 438.63 429.01 415.22 397.26 376.43 353.99
f4 fem V 446.65 444.90 439.20 429.74 416.34 398.78 378.23 355.66

Figure 5. The mode shapes for the 25 mm cracked depth, namely d25.

It is possible to diagnose the defects that arise in the course
of time in structures by free vibration analysis. In this study,
free vibrations of intact and cracked orthotropic composite
beams that have different crack shapes are investigated both
experimentally and numerically.

First of all, it has been found that the natural frequencies
decrease when the depth of the crack increases in both exper-
imental and finite element analyses for the new crack model.
Additionally, as the depth of the crack increases, the error be-
tween finite element estimates and experiments varies from
22% to 39%. This is believed to happen due to the structural
instability created from higher crack lengths. Finally, the fi-
nite element natural frequency results obtained from both the
new- and the V-shaped crack models are compared with each
other and a maximum difference of 1.82% was determined.
This result reveals that composite structures are insensitive to
a change in crack shape geometry as long as vibration charac-
teristics are concerned.

In conclusion, vibration monitoring on more complex struc-
tures can be coupled with finite element free vibration analysis
in order to determine the severity of defects in such structures.
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Unexpected machine failures cause a decrease in production and increase in cost so that predictive maintenance
methods have everyday importance. The main principle of predictive maintenance methods is to decide mainte-
nance time of machines by monitoring machine performance during operations and resolving the failure when the
machines stop.

In this study, failures of the exhaust fan system used in Afsin-Elbistan B Thermal Power Plant were monitored
by using predictive maintenance methods that rely on vibration analysis. The failures were periodically measured
from four points on the bearings of fans and motors with a vibration analyzer. Identified failures on the system
have been respectively removed with analysis of measurements. After all failures have been removed, it has been
noted that vibration values decreased when measured again from the aforementioned four point. With using the
predictive maintenance method, failures can be identified before the failures cause negative results whereby both
unnecessary machine stops can be prevented and the cost of operation can be decreased.

1. INTRODUCTION

In practical applications, predictive maintenance can use dif-
ferent techniques, such as the analysis of vibrations, the analy-
sis of the potential contaminants in the lubrication system, the
control of energy consumption, the control of the temperature
in selected positions or the analysis of the noise generated by
the machine; in conclusion, the measurement of the parame-
ter or parameters that could be considered representative of the
operation of the machine. Among these techniques, the anal-
ysis of vibration is the most frequently used and undoubtedly
the most effective technique to detect mechanical defects in ro-
tating machinery.1, 2 The maintenance based on the analysis of
vibration has been enforced in plants that have mass produc-
tion since the 1970’s. Petroleum, chemical, steel, and paper
industries have adopted this technique and have increased their
rate of profit thanks to an increment of production and fewer
machine stops.

Unexpected machine failure cause both hitch of production
schedule and increasing cost with financial loss, which ex-
plains why maintenance based on vibration analysis has high
importance in industry. The main principles of predictive
maintenance include monitoring the machine performance dur-
ing production, determining the maintenance time and turning
off the machine at a convenient time to resolve the predeter-
mined faults.

Even well-designed machines experience slight vibration.
The machine elements wear off through continued use. Some
machine elements might be deformed, and their dynamical fea-
tures may change. Clearance between elements, that run to-
gether, increases eccentirity and cause imbalance problems.
All of these factors cause rising vibration amplitude. Infor-
mation about machine condition can be obtained by analyzing
the vibrations.

When the machines have specific failures, they give some
signal intended for the failures. The best signal can be obtained
from vibrations of the machines. A vibration is a reaction force
against internal and external forces of mechanical elements of
a machine. Vibration analyses offer good results on the rotat-
ing machines, especially fans, pumps, engines, and gearboxes.
There is a great deal of literature available that describes the
type of vibration signals to be expected for faults in typical
systems and the analysis tehniques that can be used for early
detection of faults.3

The vibration analysis technique includes vibration mea-
surement and its evaluation. First, vibration signals are col-
lected by the vibration analyzer equipped with a sensor in the
time domain by processing FFT, and the information gained
from the vibration signals can be used to predict failures, to
reduce vibration and to repair failures caused by vibration.4

Failures commonly found in fans include imbalance, mis-
alignment, looseness, bearing fault, gear fault, hydraulic and
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aerodynamic problems, resonance, etc. In this study, mechani-
cal looseness, bearing faults, rubber damper faults, and engine
faults in the used systems were determined using predictive
maintenance techniques and have been resolved. Some stud-
ies on the topic of fault detection have been done by using the
vibration analysis. Orhan et al. presented and examined the
vibration monitoring and analysis case studies in machineries
that were running in real operating conditions. They deter-
mined the failures on the machines in their early stages by us-
ing the spectral analysis.4

Trebuna et al. analyzed causes of excessive vibration of one
of the two fans in the steelworks that provide exhaustion of va-
por and residues produced during melting of steel scrap. Dur-
ing operation, the excessive vibration of the problematic fan
led to the initiation of cracks in the concrete foundation and
the repeated damage to the bearings. Under such conditions,
whole equipment can be damaged and collapse. A complex
approach was applied to solve this problem. The approach in-
cludes experimental and numerical modal analysis of the fan’s
rotating wheel as well as a series of operational measurements
to assess the actual technical condition of the problematic fan
and determine possible damages.5

McFadden and Smith have modelled the vibration that has
been created by single and multiple damages in the inner race
of rolling element bearing and have verified the obtained re-
sults with experimental results.6

Akturk and Gohar have conducted studies on a shaft-bearing
system. Change of ball size in the bearing has been investi-
gated regarding the effects of radial and axial vibration. In
order to do this, they have created a software and presented
results on time-frequency domain.7

Ibrahim et al. described the application of vibration analysis
technique in the diagnosis of cooler fan of a centrifugal com-
pressor high vibration. To describe this, they collected the data
from machinery and showed that the vibration amplitudes for
radial directions tend to be high near the coupling of motorto-
gear input by analyzing the data. After essential works have
been realized, they managed to reduce and fix, within the ac-
ceptable limits the vibration amplitude.8

Geramitchioski and Trajcevski investigated vibration pro-
duced by rolling bearings defect in the motor-fan machinery
and showed the procedure for prediction of rolling bearings
defect.9

Albraik et al. investigated the correlations between pump
performance parameters and surface vibration for the purpose
of both pump condition monitoring and performance assess-
ment. They used five impellers to investigate and compare re-
lations between damaged and healthy pump: one impeller in
good condition and four others with different defects.10

Spychala et al. investigated damages of military aerial ships
after exploitation and obtained the vibration answer on simu-
lated damages.11

Choi et al. studied to find out the cause of high vibration at
cyrogenic pumps-motor system in LNG terminal. They esti-
mated motor rotor bar problems by the vibration analysis and
confirmed the results with current analysis.12

Ali et al. studied on the effects of working under different
speeds at two loading conditions on an electric motor. They

Figure 1. Physical model of fan.14

showed that the vibration amplitude was affected by changing
both load and speed.13

As seen on the publications, vibration analysis technique is
frequently used to determine the faults. In these publications,
researchers only focused to estimate one fault by vibration
analysis. In this study, such as mechanical looseness, bearing
faults, rubber damper faults, and engine faults, four different
faults in the used systems had been determined with predictive
maintenance technique and the faults have been resolved. In
addition, the difference in vibration level between before and
after maintenance can be clearly seen in Table 2.

2. THEORY

2.1. Determining the Physical and
Mathematical Model of the System

Rotor system seen in Fig. 1 represents the physical model
of the exhaust fan. Let us accept shaft ’S’ on this model is
flexible and has no mass. Let us consider fan disc element
’E’ as a rigid object fixed to shaft at the point ’O’. Point O
is choosen as the centre of XYZ absolute system coordinates.
Gravity centre ’G’ is far away as ’a’ from origin ’O’. This disc
element has the mass of ’m’ and Z axis is the symmetry axis of
the object. Because of this inertia moment on X and Y axis are
equal and defined as Ix = I and Iy = I . The rotor is rotating
with angular velocity of ’Ω’.14 In this situation, mathematical
model of the system is

mẌ + cẊ + kX = FG; (1)

where

m =


m 0 ma 0

0 m 0 ma

ma 0 I + ma2 0

0 ma 0 I + ma2



k =


k11 0 k12 0

0 k11 0 k12

k21 0 k22 0

0 k21 0 k22

 c =


0 0 0 0

0 0 0 0

0 0 0 IzΩ

0 0 −IzΩ 0



X =


X

Y

fX
fY

FG =


0

mg

0

mga

 ;

(2)
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Equations of motion of the rigid element are

mẍ + maf̈x = Fx + UFx

mÿ + maf̈y = Fy + mg + UFy; (3)

If̈z + IzΩḟy = Mx − Fxa + UMx

If̈y + IzΩḟx = My − Fya + UMy. (4)

Mathematical model of unbalanced rigid object is determined
as below after Fx and Fy are removed from Eq. (4) using
Eq. (3):

mẍ + cẋ = R + FG + FU ; (5)

where

m =


m 0 ma 0

0 m 0 ma

ma 0 I + ma2 0

0 ma 0 I + ma2



c =


0 0 0 0

0 0 0 0

0 0 0 IzΩ

0 0 −IzΩ 0



X =


X

Y

fX
fY

FG =


0

mg

0

mga

 ; (6)

FU =


UFx

UFy

UMx

UMy

 =


SΩ2cos(Ωt + fS)

SΩ2sin(Ωt + fS)

DΩ2cos(Ωt + fD)

DΩ2sin(Ωt + fD)

 . (7)

Because of this mathematical model of the system considered
can be rewriten as

mẌ + cẊ + kX = FG + FU . (8)

Partial solution of the equation below is

mẌ + cẊ + kX = FG. (9)

Coordinates of balance position of the system is

XS =


XS

YS

fXs

fYs

 = k−1FG. (10)

If few symbols (notations) are used considering Fig. 2

X = XS + x; (11)

equations of motion can be rewriten as

mẍ + cẋ + kx = FU ; (12)

where,

x =


x

y

fx
yy

 . (13)

Figure 2. Sudden Position of the Disc As Fixed System Coordinates.14

Vector x determines the sudden position of the disc as xyz
fixed system coordinates seen at Fig. 2. If Eq. (13) is written
at Eq. (12);

mẍ + maf̈x + k11x + kfx = SΩ2cos(Ωt + fS)

mÿ + maf̈y + k11y + kfy = SΩ2sin(Ωt + fS); (14)

maẍ + (I + ma2)f̈x + IzΩḟy + kx + k22fx

= DΩ2cos(Ωt + fD)

maÿ + (I + ma2)f̈y − IzΩḟy + ky + k22fy

= DΩ2sin(Ωt + fD). (15)

Complex forms of the equations of motion can be determined
as below if right sides of Eqs. (14) or (15) are multiplied with
unit vector (i) and added to Eq. (15).

mz̈ + maf̈z + k11z + kfz = SΩ2e(Ωt+fs)

maz̈ + (I + ma2)f̈z − iIΩḟz + kz + k22fz

= DΩ2ei(Ωt+fD); (16)

where,

z = x + iy

fz = fx + ify. (17)

3. EXPERIMENTAL STUDY

3.1. Exhaust Fan System
In industry, cost and quality are gaining importance day, by

day and efficiency is becoming a ciritical factor for success
in rivalry environment. It is necessary to keep working per-
formance of manufacturing systems at the highest level pos-
sible and making maintenance continuously with up-to-date
maintenance techniques for corporations to work more effi-
ciently. Predictive maintenance methods, which are being used
widespreadly, vibration analysis, failure determinations, and
removal activities from this methods are raising its importance
in most of the corporations of today’s rivalry environment.
Important stipulations of industrial corporations include using
predictive maintenance application methods effectively, cor-
rectly gathering data, interpreting in a timely manner, giving
net decisions for results, and applying these decisions suitably
to the techniques.
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a)

b)

Figure 3. a) View of the exhaust fan system used on experimental study. b)
Schematic representation of exhaust fan.

In this work, studies made to determine and to remove prob-
able failures of the system with vibration analysis and deter-
mined results are summarized to the extent of predictive main-
tenance applications on exhaust fan systems.

3.1.1. The information about fans used on
experiment

As shown in Fig. 3a, the exhaust fan system, situated on a
flue gas purification system in Afsin Elbistan B Thermal Power
Plant, has been used in experimental work. Repairing motor
supports, changing the rubber damper, changing bearings, ad-
justing the pulley, and cleaning the dust on the fan of this sys-
tem have been completed; additionally, an attempt has been
made to minimize vibration on the fan by analyzing spectrum
analysis graph.

3.1.2. Technical features of the fan

In this study, the vibration has been measured with DCX-
RT/ExpertAlert vibration analyzer. First, the information of
exhaust fan has to be identified on the analyzer to measure vi-
bration of the system.

Table 1. Technical features of fan.

Trademark Alfer Engineering ltd corp.
Type/Size AL-B3-630

Flow 26000 m3/h
Temperature 20◦ C

Total Pressure 350 mmss
Year of manufacture 2002

Fan Speed 1723 rpm
Motor Speed 1475 rpm

Motor ABB Motors
Diameter of motor pulley 94 mm

Diameter of fan pulley 81 mm
Length of belt 2700 mm

Figure 5. Measurement of vibrations of Bearing A.

3.2. Measurements and Analysis on the Fan

3.2.1. The first measurement

In the experimental analysis, vibration has been measured
from four points on the fan bearings and motor bearings with
analyzer before cracked motor supports havent been welded
with arc welding and damaged fan bearings havent been re-
placed with new ones. After repair operations, ie., welding
cracked motor supports (Fig. 4b), and replacing damaged fan
bearings with new ones (Fig. 4c), vibration has been mea-
sured from four points again (Fig. 5). Second measurements
showed the amplitude at the peak of 1x increased. The belts
have been demounted to identify whether the vibration was
caused by fan or motor, and vibration of motor bearings have
only been measured. As a result, analysis of the vibration
showed that there was no problem on the motor. Third, de-
mounted belts have been mounted again and performed neces-
sary adjustments. When the vibration of bearings were mea-
sured again, it showed that the amplitude at the peak of 1x
comparatively decreased. In addition, measurements showed
that amplitude of vibration on Bearing A and Bearing B was
high at the peak of 1x and amplitude of vibration on Bearing
C and Bearing D was high at the peak of 1x, 2x, 3x, and 4x.
It was found that worn or loose belt problems occurred at the
third and fourth multiples of belt frequency. Misalignment of
belt-pulley is seen at the peak of 2x, and mechnaical looseness
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a) b)

c) d)

Figure 4. a) Cracked motor support. b) Welding of cracked motor support. c) Damaged bearing. d) Mounting of new bearing.

is seen at the peak of 3x.
Belt Frequency = (3,142*1723 rpm*81 mm)/2700 mm = 162
rd/s
Fourth, bolts that fix the fan and motor to ground have been fas-
tened. While the bolts were being fastened, it was discovered
that the rubber dampers were sclerous, so that all nine rubber
dampers have been changed. Finally, adustment of belt-pulley
has been done and the vibrations have been measured again.

4. RESULTS AND DISCUSSION

4.1. Results

In the experimental study, vibration measurements have
been done from four points on fan bearings and motor bear-
ings, and results have been analyzed. By evaluation of the re-
sults, vibration values on four bearings have been minimized.
Vibration values and graphs of the labeled four bearings have
been respectively given for before maintenance and after main-
tenance.

As shown in Fig. 6, while the vibration value on the Bearing
A was 20 mm/s on one orders radial direction before main-
tenance, after maintenance the value decreased to 4 mm/s
(Fig. 7). In addition, it is clearly seen that while the vibration

Figure 6. Spectrum analysis graph for Bearing A before maintenance.

value on Bearing B was 11 mm/s on one order’s axial direc-
tion before maintenance (Fig. 8), after maintenance the value
decreased to 2 mm/s (Fig. 9).

As shown in Fig. 10, the vibration value on the Bearing C
was 15 mm/s on one orders radial direction before mainte-
nance, and after maintenance the value have been decreased
to 3 mm/s (Fig. 11). In addition, it is clearly seen that while
the vibration values on the Bearing D were 11.5 and 12 mm/s
on one orders radial and axial direction before maintenance,
respectively (Fig. 12 and Fig. 14); after maintenance, the val-
ues have been decreased to 8 mm/s and 1 mm/s, respectively
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Figure 7. Spectrum analysis graph for Bearing A after maintenance.

Figure 8. Spectrum analysis graph for Bearing B before maintenance.

Figure 9. Spectrum analysis graph for Bearing B after maintenance.

Table 2. Vibration values before and after maintenance.

Vibration Vibration Percentage
Measurement values values of

point before after change
maintenance maintenance

Bearing A (radial) 20 mm/s 4 mm/s 80,00%
Bearing B (axial) 11 mm/s 2 mm/s 81,80%
Bearing C (radial) 15 mm/s 3 mm/s 80,00%
Bearing D (radial) 11,5 mm/s 8 mm/s 30,43%
Bearing D (axial) 12 mm/s 1 mm/s 91,67%

(Fig. 13 and Fig. 15). Consequently, vibration values have
been markedly reduced after analysis and maintenance proce-
dures had been done (Table 2).

4.2. Discussion
When unexpected failures occur on machines, maintenance

takes longer because of the level of difficulty and time consum-
ing of assurance of relay. This leads to storing extra relay for
factories that do not perform planned and programmed mainte-
nance. Storing extra relay increases cost and creates additional
cost for finished shelf life of relays. Relay can be provided on

Figure 10. Spectrum analysis graph for Bearing C before maintenance.

Figure 11. Spectrum analysis graph for Bearing C after maintenance.

Figure 12. Spectrum analysis graph for Bearing D before maintenance
(radial).

time by using predictive maintenance method; the machine is
monitored constantly, and time of faults can be predicted so
that it doesn’t need to store extra relay.

As seen in Table 2, while vibration value before mainte-
nance on Bearing A was 20 mm/s, this value decreased to
4 mm/s after maintenance. The same situation can be also
seen for other bearings. The largest decline on Bearing D was
91.67%. It can be said that Bearing D damaged largely before
maintenance. This situation shows that predictive maintenance
has high importance.

The cost of labor can be reduced by using predictive mainte-
nance method rather than industries employing extra workers
to run after failures because of sudden machine failures.
Although the equipment and specialists required for predictive
maintenance method may seem to be an increase in cost, the
difference will payoff in a short time. Overall, predictive main-
tenence method decreases cost and production loss.
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Figure 13. Spectrum analysis graph for Bearing D after maintenance (radial).

Figure 14. Spectrum analysis graph for Bearing D before maintenance (axial).

Figure 15. Spectrum analysis graph for Bearing D after maintenance (axial).
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The present work investigates the effect of a crack on the modal frequency of a draft pad. Initially, the first five
mode shapes of a healthy draft pad and the first seven mode shapes of healthy draft gear considering compressed
draft pads are determined using the finite element approach. A mathematical model of the draft pad is formulated
to predict the effect of the crack on its modal frequency. A semi-elliptical shaped crack is modelled in the lateral
and longitudinal direction of the draft pad. It is observed that if the crack lies in the zone of minimum modal dis-
placement, then the frequency drop is minimal, and if the crack lies in the zone of maximum modal displacement,
then the frequency drop is significant. Various damage scenarios are simulated by varying the width and aspect
ratio of the crack in order to identify its effect on the modal frequency. It is seen that if the aspect ratio is varied
while the crack’s width is maintained constant, then the frequency drop is linear, whereas if the crack’s width is
varied while the aspect ratio is maintained constant, then the frequency drop is parabolic. This study provides a
tool for monitoring exciting frequencies of draft gear and shows how each modal frequency is affected by the crack
due to parameters like aspect ratio, crack width, and crack location/orientation.

1. INTRODUCTION

The longitudinal dynamics of freight wagons largely de-
pends on the dynamics of draft gear and consequently the draft
pad(s). Draft gear is a key part of autocouplers in freight
wagons, as they function like a cushioning device absorbing
shocks in the form longitudinal forces arising due to train op-
erations like accelerating or braking. The draft gear (RF-361)
under consideration is manufactured by Miner Enterprises Inc.,
USA. It is normally used in open hopper/coal wagons and bulk
commodity wagons. Freight wagons in Indian Railways are
loaded with RF-361 draft gear. The various components of the
draft gear illustrated in Fig. 1a are six draft pads with a top
follower, three shoes, and a wedge. The draft pad shown in
Fig. 1b consists of a rubber compound sandwiched between
two steel plates and is perfectly bonded to them. All these
components are assembled in housing with the three shoes ar-
ranged circumferentially around the wedge. The wedge and
shoes operate between the top follower and the draft gear hous-
ing. The applied forces reach the draft pads through the wedge
and shoes. Each pad has an ultra-high capacity natural rubber
spring package to absorb the high longitudinal forces arising
due to operations like acceleration and/or braking and also due
to changes in track topography. These forces, being repeti-
tive in nature, accelerate the damage to the draft pads in the
presence of defects. These draft pads, when used in damaged
conditions, cause the longitudinal forces to be transmitted to
the wagon, which compromises the safety of the laden goods.

A review shows that the longitudinal in-train forces are re-
sponsible for several problems including broken draft gear and
even causing freight wagons to be pulled off the inside of
curves.1 Initial efforts by researchers were aimed at reducing
longitudinal oscillations in passenger trains. Measurements
and simulations of in-train forces were carried out by Duncan
and Webb to achieve reduction in longitudinal oscillations.2

Work by Chen was aimed at developing a mathematical model
to calculate transient responses of a coupler and to identify

(a)

(b)

Figure 1. (a) A cross-sectional view of draft gear unit (RF-361) and (b) a
typical draft pad (RF-8).

the coupling speed.3 Experimental efforts by McClanachan
et al. helped determine the occurrences of coupler impacts
combined with pitching motions in the wagon body.4 The im-
pacts were simulated using the train-wagon interaction model
in NUCARS and ADAMS/Rail. The fatigue life of three dif-
ferent wagon connection coupling systems that had draft gear
with and without self-locking features was evaluated by Cole
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and Sun.5 A numerical procedure was developed by Belforte
et al. to investigate the dynamics of heavy freight trains.6 The
proposed methodology by Belforte et al. combined a numeri-
cal model designed for the longitudinal dynamics of the whole
trainset called TrainSet Dynamics simulator (TSDyn) with a
multibody code named Modular Non-Stationary TRAMcar dy-
namics simulator originally developed to analyse the dynamics
of modular tramcars (MoNSTram) and used for a more detailed
investigation of the response of a trainset segment.

The effect of train braking delay time (for long, medium,
and short brake application time) at different train forward ve-
locities on longitudinal dynamics of trains was studied by Nasr
and Mohammadi.7 Cole et al. added modelling of coupler an-
gles to a normal longitudinal simulation for a comprehensive
study of lateral components of coupler forces, as these forces
affected the stability of long and heavier trains.8 Qi et al. im-
proved the efficiency and safety of the wagons during posi-
tioning operations by optimizing the design speed of the posi-
tioner based on the simulation of longitudinal train dynamics.
This was achieved by replacing the traditional draft gear model
with nonlinear spring and linear damping with a more detailed
model based on the achievement of contact and impact me-
chanics while considering the coupler slack.9 Recently, Wu et
al. developed a new technology called the Train dynamics and
energy analyser/train simulator (TDEAS) by modelling three
aspects: wagon connection systems, air brake systems, and
train energy components in order to perform detailed whole
trip longitudinal train dynamics and energy analyses and to act
as a driving simulator for heavy haul trains.10 The simulator
uses advanced wedge-spring draft gear models that can simu-
late a wider spectrum of friction draft gear behaviour.

The present work concentrates on the effect of a crack on
the natural frequency of a draft pad, as it plays a significant
role in predicting the fatigue behaviour of the components sub-
jected to repetitive loads. Initially the first five mode shapes of
a healthy draft pad and the first seven mode shapes of healthy
draft gear were determined by using the finite element ap-
proach. These mode shapes were compared to establish the
participating mode shapes of the draft pad in the draft gear.
Furthermore, the effect of the crack on participating mode
shapes of the draft pad was determined by using the finite el-
ement approach. A mathematical model of the draft pad is
formulated to predict the effect of the crack on its modal fre-
quency. The crack was modelled by using a semi-elliptical
shape in two directions, viz., lateral and longitudinal direction
of the draft pad. Various damage scenarios were simulated by
varying the width as well as the aspect ratio of the crack to
identify its effect on modal frequency.

2. MODAL ANALYSIS USING FINITE
ELEMENT APPROACH

Modal analysis determines the natural frequencies and mode
shapes of a continuous structure. For a free vibration analysis,
the natural frequencies (ωi) and the mode shapes (φi) were cal-
culated using the following relation: ([K]− ω2

i [M ])φi = 0.11

Here, the finite element was used to setup the system equa-
tions of motion, which were solved for natural frequencies and
mode shapes using Eigen-value analysis. For evaluating mode
shapes, the material was assumed to behave linearly elastic ne-
glecting nonlinearities.

Figure 2. A typical manufacturer’s draft pad response data.

2.1. Model For Modal Analysis
For vibration-based analysis, which is model dependent, an

accurate numerical model was important to use. Thus, three
dimensional models of the draft pad and draft gear were cre-
ated using Solidworks and exported to ANSYS environment
for numerical analysis.

2.1.1. Draft pad

The draft pad used in this study is illustrated in Fig. 1b. It is
available commercially as ”RF-8” and confirms to ”Drg. No.
WD-90076” of Indian Railways. The draft pad consists of a
rubber compound sandwiched between two steel plates and is
perfectly bonded to them. The material properties of steel are
Young’s modulus: 200× 109 N/m2, Poisson’s ratio: 0.30, and
material density: 7850 kg/m3. The material properties for the
rubber compound were derived from experimental data, which
was a non-linear plot of force and displacement as illustrated
in Fig. 2. This plot is an outcome of a uniaxial test on a draft
pad. Young’s modulus and Poisson’s ratio were determined
with the help of a material model calibration software. The
hysteresis due to visco-elastic behaviour of rubber compound
was responsible for dissipating the longitudinal shock loads.
The damping ratio (ζ) was evaluated to be 0.05 and the same
was considered during simulation. The numerical values are:
Young’s modulus= 21.94 × 106 N/m2 and Poisson’s ratio=
0.4978. The material density was specified by the manufac-
turer and is 1220 kg/m3. The effective life span of natural rub-
ber under operating conditions was considered to be 15 years.
However, periodic maintenance was scheduled every five years
and includes replacement of failed draft pads.12 This indicates
that the average life of almost all draft pads is around five years.
Hence, changes in the properties of rubber compounds due to
ageing were not included for the proposed dynamic analysis.
The boundary condition for modal analysis of a draft pad thus
included fixing all nodes at the outer surface of bottom plate.

2.1.2. Draft gear

Fig. 1a illustrates the sectional view of draft gear. The var-
ious components of the draft gear consisted of six draft pads
with a top follower, three shoes, and a wedge. The material
properties taken were the same as those in the earlier case.
For the boundary conditions, all nodes at the bottom surface
of the housing were fixed, whereas the interface between adja-
cent pads were assumed to be bonded type since the pads were
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(a) (b)

(c) (d)

(e)

Figure 3. Mode shapes of the draft pad: (a) the first mode shape at 114.25 Hz (b) the second mode shape at 140.70 Hz (c) the third mode shape at 159.97 Hz (d)
the fourth mode shape at 236.06 Hz and (e) the fifth mode shape at 265.54 Hz.

in constant compression within the draft gear.

2.2. Mode Shapes and Frequencies of Draft
Pad and Draft Gear

The modal frequencies of an individual draft pad (for the
rst five modes) and draft gear (for first seven modes) were
obtained using the finite element package (ANSYS) and pre-
sented in Tables 1 and 2 respectively.

Table 1. The first five modal frequencies of an individual draft pad in Hz.

Mode 1 2 3 4 5
Frequency 114.25 140.7 159.97 236.06 265.54

Table 2. The first seven modal frequencies of draft gear in Hz.

Mode 1 2 3 4 5 6 7
Frequency 61.97 69.99 77.75 121.12 132.88 147.97 174.22
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The first five mode shapes of an individual draft pad are il-
lustrated in Fig. 4. Hence, it is seen that:

• The first mode shape, Fig. 3a, describes oscillatory mo-
tion of the rubber compound and the top plate about the
x-axis of the draft pad.

• The second mode shape, Fig. 3b, shows oscillation of
the rubber compound and the top plate about the y-
axis. However, the y-axis about which the oscillation oc-
curs doesnt coincide with the draft pad y-axis but passes
through the base plate of the draft pad.

• The third mode shape, Fig. 3c, describes oscillation of
the rubber compound and the top plate about the z-axis.
The z-axis doesn’t coincide with the draft pad z-axis but
passes through the base plate of draft pad.

• The fourth mode shape, Fig. 3d, shows oscillation of the
rubber compound and the top plate about the y-axis. The
y-axis is contained by the top plate, as seen in the illustra-
tion.

• The fifth mode shape, Fig. 3e, indicates oscillatory mo-
tion of the rubber compound and the top plate z-axis. As
seen in the illustration, the z-axis is contained by the top
plate.

A comparison of the mode shapes of each draft pad in the
draft gear with mode shapes of an individual draft pad was
done. It was observed that the individual draft pad’s rst ve
mode shapes dominated the behaviour of each draft pad in the
draft gear for all seven mode shapes (of the draft gear). This
was because the draft pads housed in the draft gear had their
own individual behaviour, which cumulatively resulted in dif-
ferent mode shapes of the draft gear. These mode shapes of
the draft gear had no resemblance with mode shapes of an in-
dividual draft pad. Fig. 4a describes the rst mode shape of a
draft gear. The draft gear housing was very stiff compared to
the draft pad, and thus had a very poor modal response. Hence,
it had been hidden in this view. The modal behaviour of each
draft pad was presented separately. It was seen that all the draft
pads oscillated about the longitudinal (x) axis of the draft gear.
Each draft pad exhibited modal behaviour close to its rst mode
shape. A symmetry in modal behaviour was observed at the
interface of the third and fourth pads for all seven mode shapes
of the draft gear. Hence, the modal behaviour of only the rst
three draft pads is presented in the illustrations.

For the second mode of the draft gear, a linear displacement
of the interface between pad 3 and pad 4 in the lateral (z) di-
rection was observed, which caused the draft pads to exhibit
modal behaviour close to its second mode shape. The third
mode showed linear displacement of the interface between pad
3 and pad 4 in the vertical (y) direction, causing the draft pads
to exhibit modal behaviour close to its third mode shape. For
the fourth mode shape, the interface between pad 3 and pad
4 remained fixed, and the interfaces between the pads (1 and
2; pads 2 and 3; pads 4 and 5; and pads 5 and 6) oscillates
about the longitudinal (x) axis in the opposite sense. As a re-
sult, modal behaviour corresponding to the first mode shape of
the draft pad was observed in some of the draft pads.

The fifth mode shape showed oscillation of the interface be-
tween pad 3 and pad 4 about the vertical (y) axis. The result
was that some draft pads exhibited fourth modal behaviour of

an individual draft pad. The remaining draft pads exhibited
higher modal behaviour. The sixth mode shape showed os-
cillation of the interface between pad 3 and pad 4 about the
lateral (z) axis. As a result, some draft pads exhibited third
modal behavior while some exhibited fifth modal behaviour of
an individual draft pad. In the seventh mode shape, the inter-
faces between pads 2 and 3 and pads 4 and 5 remained fixed,
and the interfaces between pads 1 and 2; 3 and 4; and 5 and 6
oscillated about the longitudinal (x) axis, which caused every
single pad to execute motion in accordance to the first mode
shape. The oscillatory motion of the interface between pads
1 and 2, 5 and 6, and 3 and 4 was opposed. This modal rela-
tionship between pads in the draft gear as well as an individual
draft pad is summarized in Table 3.

3. THE EFFECT OF CRACKS ON MODAL
FREQUENCIES

As per the fundamentals of vibration, the natural frequency
(ωn) for any mechanical system is affected by two parameters:
mass (m) and stiffness (K). The effect of these two parameters
is generally defined by the equation:

ωn =
√
K/m. (1)

The natural frequency is directly proportional to the stiffness
of the system. Thus, any parameters that affect the stiffness of
the system also affect its natural frequency. Hooke’s law can
also be used to correlate system stiffness with other parame-
ters. As per Hooke’s law:

σ = E · ε; (2)

or
W

A
= E

δl

l
. (3)

The terms in Eqs. (2) and (3) carry their usual meaning. The
stiffness for any system that obeys Hookes law can thus be
written as:

K =
W

δl
= E

A

l
. (4)

It is seen that the stiffness of any system is affected by its
Young’s modulus, cross-sectional area, and thickness. Thus,
these parameters have a similar impact on the system’s natu-
ral frequency. The crack’s presence affects the cross-sectional
area of the system and tends to reduce it. A reduced area re-
sults in reduced stiffness and, consequently, a reduced natural
frequency, which is seen in Eqs. (1) and (4).

While considering any crack, variation in the area of a crack
is effected by the crack’s width and aspect ratio. When the
crack’s width is constantly maintained and the aspect ratio is
varied, it is seen that the area is the function of a single param-
eter:

A = f(depth of crack). (5)

From Eq. (5) it is observed that changing the aspect ratio while
maintaining the crack width constant results in linear variation
of the area. If the variation in area is effected by varying the
crack width and maintaining aspect ratio constant, then area of
the crack is function of two parameters, viz., crack width and
depth of crack. Thus,

A = f(crack width, depth of crack). (6)
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 4. Mode shapes of the draft gear with housing hidden for the (a) first modal frequency (b) the second modal frequency (c) the third modal frequency (d)
the fourth modal frequency (e) the fifth modal frequency (f) the sixth modal frequency and (g) the seventh modal frequency.
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Table 3. Participating mode shapes of an individual draft pad in the modal behaviour of draft gear.

Draft gear Participating modes of various draft pads (of draft gear)
Mode No. Frequency Pad 1 Pad 2 Pad 3 Pad 4 Pad 5 Pad 6

1 061.97 Mode 1 Mode 1 Mode 1 Mode 1 Mode 1 Mode 1
2 069.99 Mode 2 * Mode 2 Mode 2 * Mode 2
3 077.75 Mode 3 Mode 3 * * Mode 3 Mode 3
4 121.12 Mode 1 * Mode 1 Mode 1 * Mode 1
5 132.88 * Mode 4 * * Mode 4 *
6 147.97 * Mode 5 Mode 3 Mode 3 Mode 5 *
7 174.22 Mode 1 Mode 1 Mode 1 Mode 1 Mode 1 Mode 1

* Indicates a higher mode of an individual draft pad.

Under such circumstances, variation in the area is either
parabolic or second order. This reduction in stiffness will con-
sequently reduce the natural frequency. Thus, for a draft pad,
the presence of a crack should cause a reduction in natural fre-
quency, as seen in Eqs. (5) and (6).

3.1. Mathematical Model of Draft Pad

As discussed earlier, the effect of the crack was to reduce
the stiffness of the system. Hence, a mathematical relationship
between the natural frequency and the stiffness of the system
was necessary to predict the idealized behaviour of the system
in the presence of the crack. From simulation, it was observed
that all the mode shapes of the draft pad exhibited an oscilla-
tory motion about either the x, y, or z axis. The same could also
be observed in Fig. 4. All of these modal behaviours could be
approximated by a single degree of freedom model as shown
in Fig. 5a. The bottom plate was grounded and the mass of
the top plate and the rubber compound was lumped as a single
mass and represented as mp. The stiffness of the rubber com-
pound was represented by two stiffnesses, K1 and K2, such
that:

Kpad = K1 +K2 (7)

The mass was free to oscillate about its centroid. The stiff-
nesses, K1 and K2, are located at distances a and b respec-
tively from the centroid and represent the crack’s location in
the plane of the crack. This proposed model was used to deter-
mine the parameters affecting the modal frequency.

Figure 5b shows the forces acting on the draft pad. Here,
K1.aθ and K2.bθ are the restoring forces opposing the inertia
couple Iθ̈. The equation of motion for the mass mp can be
determined by using D’Alembert’s principle:

Iθ̈ = −K1 · aθ · a−K2 · bθ · b; (8)

or

Iθ̈ + (K1 · a2 +K2 · b2)θ = 0; (9)

and

ωn =

√
(K1 · a2 +K2 · b2)

I
. (10)

It can be seen from Eq. (10) that the stiffnesses, K1 and K2,
of the mass mp directly impacted the natural frequency of the
system. Thus, the presence of the crack that reduced the area
caused a reduction in stiffness and consequently the natural
frequency. Hence, for the draft pad, the natural frequency was
dependent on the presence of the crack (in the form of reduced
values of stiffnesses K1 or K2) and the location of the crack in
its own plane.

(a)

(b)

Figure 5. (a) The mathematical model of the draft pad and (b) the free body
diagram of the draft pad.

3.2. Modelling a Crack in 3D CAD Model of
Draft Pad

An analysis of the types of pad failures was carried out in a
maintenance workshop of Indian Railways located in Jagadhri,
Haryana State, India, which is the largest amongst those in the
northern part of the country. It handles as much as 40 draft gear
units daily, apart from other maintenance activities. The shape
of the crack was finalized after a careful analysis of the draft
pads, which failed during operation. The following are some
important illustrations that were instrumental in finalizing the
shape and location of the cracks.

As reported by the operators in the workshop, nearly 80%
of the draft pads that were replaced for being faulty had cracks
either in the lateral or longitudinal orientation with their widths
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(a) (b) (c) (d)

Figure 6. The crack location on the draft pad in (a) the lateral orientation, (b) the longitudinal orientation, (c), and (d) permanent set of rubber compound in the
longitudinal direction.

spanning to cover the entire length of the rubber compound in
either direction, as seen in Figs. (6a) and (6b). It was also ob-
served that the crack’s shape could not be defined by uniform
geometry, but its width was spread along the entire length in
either the lateral or longitudinal direction of the pad. However,
for the simulation, realistic results were achieved by approx-
imating the shape of the crack as semi-elliptical. This semi-
elliptical shape, when defined with an aspect ratio, helped in
analysing the dynamics of the draft pad. Furthermore, Figs.
(6c) and (6d) describe a permanent set in the rubber com-
pound/draft pad due to the impacting load on the draft gear.
This permanent set was observed only on one side of the draft
pad, especially the one with a greater length (longitudinal ori-
entation), rather than on the diagonal corners. The effect of
such deformation (set), along with fatigue loading, was to pro-
mote failure of the rubber compound along the longitudinal
direction. Hence, cracks were assumed to be located along the
lateral and longitudinal directions rather than at the diagonal
corners for current analysis.

The effect of the crack on natural / modal frequency is de-
termined for two different locations on the minimum cross-
section of the draft pad, which lies at the geometric centre.
Since it is the area and not the volume that affects the natural
frequency, the crack’s thickness was not treated with impor-
tance. Figure 7 illustrates a semi-elliptical crack as part of an
ellipse defined by major axis x and minor axis y. The major
axis represents the width of the crack, whereas the semi-minor
axis represents the depth of the crack. The aspect ratio for an
ellipse is defined as the ratio of its major axis to the minor axis.

Since the crack is semi-elliptical, its aspect ratio was defined
by the ratio of the semi-major and the semi-minor axis. Math-
ematically, the aspect ratio was considered as x/y and was the
same as in the case of the crack’s lateral and longitudinal ori-
entation. Figures 6a and 6b show the crack spreading along
70–85% of the entire lateral and longitudinal length at the con-

(a) (b)

Figure 7. The semi-elliptical crack in the (a) lateral direction and (b) the
longitudinal direction.

cerned cross-section. Hence, for the cracks located in these
two directions, the width’s (x) maximum size was assumed to
be 65 mm. This maximum crack size was in proportion to the
maximum spread. A lower limit of 40 mm was considered and
the crack size was varied in step of 5 mm. The size (y) of the
crack was also varied to achieve aspect the ratios of 0.4, 0.5,
0.6, 0.7, and 0.8. Table 4 below summarizes the crack sizes for
different crack widths and aspect ratios.

4. RESULTS AND DISCUSSION

4.1. Effect of Crack Aspect Ratio on Modal
Frequency

Figures 8 to 12 show the frequency drop for different aspect
ratios of a semi-elliptical crack. This variation is plotted as a
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(a)

(b)

Figure 8. The effect of the aspect ratio on the first modal frequency for (a) the
lateral crack and (b) the longitudinal crack.

(a)

(b)

Figure 9. The effect of the aspect ratio on the second modal frequency for (a)
the lateral crack and (b) the longitudinal crack.

(a)

(b)

Figure 10. The effect of the aspect ratio on the third modal frequency for (a)
the lateral crack and (b) the longitudinal crack.

(a)

(b)

Figure 11. The effect of the aspect ratio on the fourth modal frequency for (a)
the lateral crack and (b) the longitudinal crack.
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Table 4. Depth of the crack for different crack widths and aspect ratios.

Crack width, mm Aspect ratio
(major axis ’x’) 0.4 0.5 0.6 0.7 0.8

40 8.00 10.00 12.0 14.00 16.0
45 9.00 11.25 13.5 15.75 18.0
50 10.0 12.50 15.0 17.50 20.0
55 11.0 13.75 16.5 19.25 22.0
60 12.0 15.00 18.0 21.00 24.0
65 13.0 16.25 19.5 22.75 27.0

function of the crack width for various modes. The plots re-
veal that each mode responds differently to the presence of the
crack with variation in the aspect ratio. As mentioned in earlier
section, the top plate and rubber compound in the first mode
shape exhibit an oscillatory motion about the x-axis. This mo-
tion is controlled by a component of stiffness in the z direction.
From Figs. 8a and 8b, it is evident that as the aspect ratio of the
crack increases, the frequency drops. This drop in frequency
is almost linear in case of the lateral as well as the longitudinal
crack, and the linearity is observed for all the crack widths. It
is further observed that the given mode responds differently to
the crack’s location. For the lateral crack, the drop is signifi-
cant (maximum 2.40%), whereas in the longitudinal crack, it
is negligible (maximum 0.34%), which indicates a sensitivity
of the first mode shape to the presence of the lateral crack.

Similarly for the second mode, where the top plate and rub-
ber compound tend to oscillate about y-axis of the base plate of
draft pad, the frequency drop is linear, as seen in Figs. 9a and
9b. The maximum magnitude of the drop is barely 1% in the
case of the lateral crack, whereas for the longitudinal crack for
this drop has a significant value (maximum 3.4%). Thus, the
crack’s presence in the lateral direction has a minimal effect
on the second modal frequency, even for crack widths as high
as 65 mm, whereas their presence in the longitudinal orienta-
tion causes a drop in frequency of up to 3.5% for the maximum
crack width. For the third mode shape, the top plate and rubber
compound oscillate about the z-axis of the base plate. The fre-
quency drop in the presence of a lateral and longitudinal crack
is nearly the same and almost linear, as seen in Figs. 10a and
10b. Moreover, the frequency is not significantly affected. The
fourth mode shape shows behaviour similar to that of the sec-
ond mode. The only difference is that in the second mode, the
top plate and rubber compound oscillate about the y-axis of
the base plate, whereas for the fourth mode, the top plate and
rubber compound oscillate about the y-axis of the top plate.
The maximum decrease is 1.14% for the crack in the lateral
direction, whereas the maximum decrease is 3.4% in the lon-
gitudinal direction, as seen in Figs. 11a and 11b.

Fifth mode shape describes the oscillatory motion of the top
plate and rubber compound about z-axis of the top plate. This
mode shape is most responsive to the presence of lateral crack
as compared to all other mode shapes and least responsive to
the presence of longitudinal crack as seen from Figs. 12a and
12b.

4.2. The Effect of Crack Width on Modal
Frequency

Figures 13 to 17 show the frequency drop for different
widths (x) of a semi-elliptical crack. This variation is plotted
as a function of the aspect ratio for various modes. It is clear
from the plots that for all mode shapes, the frequency drops
with an increasing crack width. The increasing aspect ratio
further enhances this frequency drop. A significant aspect re-

(a)

(b)

Figure 12. The effect of the aspect ratio on the fifth modal frequency for (a)
the lateral crack and (b) the longitudinal crack.

(a)

(b)

Figure 13. The effect of the crack width on the first modal frequency for (a)
the lateral crack and (b) the longitudinal crack.
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(a)

(b)

Figure 14. The effect of the crack width on the first modal frequency for (a)
the lateral crack and (b) the longitudinal crack.

(a)

(b)

Figure 15. The effect of the crack width on the first modal frequency for (a)
the lateral crack and (b) the longitudinal crack.

(a)

(b)

Figure 16. The effect of the crack width on the first modal frequency for (a)
the lateral crack and (b) the longitudinal crack.

garding the frequency drop is that it is parabolic in nature.
Figures 13a and 13b show that the first mode shape is more

sensitive to the lateral crack than to the longitudinal crack.
Variation in the crack width in the lateral direction causes a
significant frequency drop, as compared to the longitudinal di-
rection. The second mode, as seen from Figs. 14a and 14b,
is more sensitive to the longitudinal crack width variation as
compared to the lateral crack’s width variation. Figs. 15a
and 15b show that the third mode shape responds equally to
the lateral as well as the longitudinal crack variation. The
fourth mode shape has a response similar to that of the sec-
ond mode shape for the lateral and longitudinal cracks, as seen
from Figs. 16a and 16b. The fifth mode shape is greatly af-
fected by the lateral cracks than the longitudinal cracks. This
mode responds very poorly to the longitudinal cracks, as seen
in Figs. 17a and 17b.

5. CONCLUSIONS

In this work, a modal analysis of draft gear comprising of
six compressed draft pads is done with healthy and defective
draft pads so that the effect of a defect (i.e. a crack), on the
natural frequency of the draft pad can be studied. The mode
shapes and frequencies for an individual draft pad and a draft
gear are obtained using the finite element approach. Critical
observations reveal that crack parameters, such as crack width,
crack aspect ratio, and crack location/orientation, influence the
dynamic behaviour of the draft pad. The following observa-
tions are noteworthy because they reveal the dynamics of the
draft pad:

• If the aspect ratio is varied while maintaining the crack
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(a)

(b)

Figure 17. The effect of the crack width on the first modal frequency for (a)
the lateral crack and (b) the longitudinal crack.

width constant, then the frequency drop is linear. This
linear behaviour can be attributed to the variation of the
aspect ratio. Since the crack width is constantly main-
tained, and the aspect ratio is varied, the reduction in the
area becomes a function of depth only.

• If the crack width is varied while constantly maintain-
ing the aspect ratio, then the frequency drop is parabolic.
This second order variation can be attributed to the con-
stant value of the aspect ratio, which makes it necessary
to change the width while changing the depth.

• It is observed that if the crack lies in the zone of minimum
modal displacement, then the frequency drop is minimal.
Additionally, if the crack lies in the zone of maximum
modal displacement, then the frequency drop is signifi-
cant.

• It is also observed that frequency reduction is the function
of stiffness rather than mass because the presence of the
crack affects the area more than the volume. Hence, the
presence of the crack is noted through changes in stiffness
rather than in mass.

The above observations can be confirmed from Eqs. (4), (5),
(6), and (10). Thus, the finite element approach can be used as
a reliable tool for predicting dynamic responses of draft pads.
This prediction can help to determine the extent to which the
frequency values in Table 3, which can vary. If the loading
frequency to which the draft gear is subjected due to acceler-
ation and braking of the locomotive are equivalent to the val-
ues in Table 3 then failure of draft pads would occur. It is
necessary to test the draft pads at these values to determine

the fatigue response. Hence, a range of frequency values are
identified against which a draft pad must be tested for fatigue
response against the cyclic loading of 10 Hz.12 This study pro-
vides a tool for monitoring exciting frequencies of draft gear
and shows how each modal frequency is affected by the crack
due to parameters like aspect ratio, crack width, and crack lo-
cation/orientation.
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This paper is concerned with the disc brake squeal problem of passenger cars. The objective of this study is to
develop a finite element model of the disc brake assembly in order to improve the understanding of the influence
of Young’s modulus on squeal generation. A detailed finite element model of the whole disc brake assembly that
integrates the wheel hub and steering knuckle is developed and validated by using experimental modal analysis.
Stability analysis of the disc brake assembly is conducted to find unstable frequencies. A parametric study is
carried out to look into the effect of changing Young’s modulus of each brake’s components on squeal generation.
The simulation results indicate that Young’s modulus of the disc brake components plays an important role in
generating the squeal noise.

1. INTRODUCTION

Passenger cars have historically been one of the essential
methods of ground transportation for people who want to move
from one place to another. The braking system acts as one
of the most fundamental safety-critical components in modern
passenger cars. Therefore, the braking system of a vehicle is
a significant system, especially when the vehicles are slowing
down or stopping. Due to the braking operation, the brake sys-
tem generates an unwanted high frequency sound called squeal
noise. It occurs in the frequency range between 1 and 16 kHz
and leads to customer dissatisfaction and increases warranty
costs. Although substantial research has been conducted into
predicting and eliminating brake squeal since the 1930s, it is
still rather difficult to predict its occurrence.1 As described in
some of the recent review papers,2–5 theories on brake squeal
mechanisms have been put forward on six major classes: stick-
slip, sprag-slip, negative friction velocity slope, hammering
excitation, splitting the doublet modes, and mode coupling of
structures. These mechanisms are essential for better under-
standing of squeal noise.

In recent years, the finite element (FE) method has become
the preferred method to study brake squeals. The capabilities
of FE models, with a huge number of freedom, have enabled
an accurate representation of the brake system. The analysis of
disc brake squeal using the FE model could reflect each detail
of the brake design, while this demanded a lot of effort to do
significant changes in the geometry of components.6 Due to a
general lack of confidence in FE models, the dynamic testing
of structures had become a standard procedure for model val-
idation and updating. Over the past years, modal testing and
analysis had become a fast- developing technique for the ex-
perimental evaluation of the dynamic properties of structures.7

Several types of analyses had been performed on disc brake
systems through FEA, in an attempt to understand the noise
and to develop a predictive design tool. There were two numer-
ical methods that are used to study this problem: transient dy-
namic analysis8, 9 and complex eigenvalue analysis.10–13 Cur-
rently, the complex eigenvalue method is the most commonly

preferred method. Generally, the existence of complex eigen-
values with positive real parts indicated the presence of insta-
bility and the magnitude of the real part is used to represent the
level of system instability or squeal propensity.

Reduction and elimination of the brake squeal was an im-
portant task for the improvement of the vehicle passengers’
comfort. Many researchers, in their studies on brake systems
tried to reduce squeal noise by changing the factors associated
with the brake squeal. For example, Liles14 found that shorter
pads, damping, a softer disc, and a stiffer back plate could re-
duce squeal, while in contrast, a higher friction coefficient and
wear of the friction materials were prone to squeal. Lee et al.15

reported that reducing back plate thickness led to less uniform
contact pressure distributions and consequently increased the
squeal propensity. Kung et al.10, in their simulations, showed
that instability of the disc brake was dependent upon a range
of disc Young’s modulus. Liu et al.12 commented that the
squeal could be reduced by decreasing the friction coefficient,
increasing the stiffness of the disc, using damping material on
the back of the pads, and modifying the shape of the brake
pads. Recently, Nouby et al.16 introduced a combined ap-
proach of complex eigenvalue analysis (CEA) and designed
experiments to get optimal design for the brake system. They
reported that the brake squeal propensity could be reduced by
increasing Young’s modulus of the back plate and by modify-
ing the shape of the friction material by adding chamfer and
slots.

In FEA, several researchers varied the geometric details of
the brake assembly model. For instance, some researchers12, 17

considered only the disc brake and two pads. Zhu et al.18

added the finger and piston to the FE model. Dai and Teik19

developed a FE model that consisted of a rotor, a caliper, a
mounting bracket, a piston, and brake pads to analyze the de-
sign of the disc brake pad structure for squeal noise reduction.
Some authors20–22 used a more detailed FE model, which con-
sisted of a disc, a piston, a caliper, a carrier, piston and finger
pads, two bolts and two guide pins.

An extension of the FE models discussed earlier in this work
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Figure 1. A commercial disc brake corner.

on a three-dimensional model of a validated FE model of the
disc brake assembly that incorporated the wheel hub and steer-
ing knuckle was considered. Experimental modal analysis of
a disc brake system was first used to develop and validate the
FE model to improve accuracy of simulation results. Then,
stability of the disc brake assembly with frequencies ranging
from 1 kHz to 10 kHz was examined by using FE software
ABAQUS. A preliminary FE simulation was carried out to
predict unstable frequencies by applying complex eigenvalue
analysis to the FE model. Finally, the parametric study as a
guide was conducted to evaluate the influence of the Young’s
modulus on the disc brake components.

2. FINITE ELEMENT MODEL

A detailed three dimensional FE model of a vented disc
brake assembly that had been used in this work is shown in
Fig. 1. All disc brake system components, except a rubber seal
(attached to the piston), two rubber washers (attached to the
guide pins), and the pad insulator, have been included in the
model. The FE model consisted of a disc, a piston, a caliper,
an anchor bracket, a wheel hub, a steering knuckle, piston and
finger pads, two bolts, and two guide pins. All the disc brake
components were modeled in order to achieve as accurate a
representation of a real disc brake as possible.

The FE model uses up to 19,000 solid elements and ap-
proximately 78,000 Degrees of Freedom (DOFs). The disc,
brake pads, piston, wheel hub, guide pins, and bolts were de-
veloped by using 8-node (C3D8) linear solid elements, while
other components were developed by using a combination of 8-
node (C3D8), 6-node (C3D6) and 4-node (C3D4), linear solid
elements. Details for each of the components are given in Ta-
ble 1.

In the brake assembly FE model, all the disc brake com-
ponents were integrated together to form an assembly model
and all the boundary conditions and component interfaces were
considered. Contact interaction between disc brake compo-
nents was represented by a combination of node-to- surface
and surface-to-surface contact elements. The surface of the
disc was defined as the master surface, since it had a coarser
mesh than the pad and the disc was made of a stiffer material.
The pad was therefore treated as the slave surface. This en-
ables the slave surface to potentially contact the entire master
surface.

3. VALIDATION OF THE FE MODEL

The purpose of this section was to ensure that accuracy of
the dynamical properties of the FE model agreed with those

Figure 2. Experimental Modal Analysis set-up.

Figure 3. FRF measured for the brake rotor.

of the physical component. Two validation stages were estab-
lished (i.e., modal analysis at component and assembly levels).
Frequency Response Functions (FRF) measurements using im-
pact hammer and accelerometer were recorded by DEWE/FRF
software. Fig. 2 shows the experimental modal analysis set-up.

First, modal analysis at the component level was carried up
to frequencies of 10 kHz. The FRF result for brake rotor was
performed at free-free boundary conditions, as shown in Fig. 3.
An accurate representation of the component model formed
one of the validation stages for good squeal correspondence
between experiments and predictions. In order to correct the
predicted frequencies with the experimental results, an FE up-
dating was used to reduce the relative errors between the two
sets of results by tuning material. The baseline material prop-
erties of the disc brake components after FE updating are listed
in Table 2. It was found that the predicted natural frequencies
for brake rotor was quite close to those obtained in the mea-
sured data, as listed in Table 3. Similarly, validation of the
other brake components was performed. A good agreement
between the predicted results and the measured data for the
brake components was also found, as listed in Appendix A.

The second validation stage was to perform dynamic char-
acteristics of the complete assembly with boundary conditions.
In experimental modal analysis, the individual components
were fixed on a brake test rig under applied pressure of 1 MPa.
Fig. 4 shows the results of the FRF measured for the disc brake
assembly. A similar condition was also applied to the FE brake
assembly model. In this validation, measurements were taken
on the disc, as it had a regular shape than the other compo-
nents. The analysis results show that a good agreement was
found between the predicted results and the measured data, as
shown in Table 4.
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Table 1. Element details of the disc brake components.

Disc brake Components Types of No. of No. of
Element Elements Nodes

Disc C3D8 2559 4988

Friction Material C3D8 320 558
Back plate C3D8 233 526

C3D8
Caliper C3D6 2334 2370

C3D4

Anchor Bracket C3D8 1036 1644
C3D4

C3D8
Steering Knuckle C3D6 9868 3585

C3D4

Wheel Hub C3D8 1654 2786

Piston C3D8 357 576

Guide pin C3D8 292 414

Bolt C3D8 58 123

Table 2. Material properties of the disc brake component.

Components Density Young’s Poisson’s ratio
(kg m−3) Modulus (GPa)

Disc 7155 125 0.23
Friction material 2045 2.6 0.34

Back plate 7850 210 0.30
Caliper 7005 171 0.27

Anchor Bracket 7050 166 0.27
Steering Knuckle 7625 167 0.29

Wheel Hub 7390 168 0.29
Piston 8018 193 0.27

Guide pin 2850 71 0.30
Bolt 7860 210 0.30

Table 3. Comparisons between the predicted results and measured data for the
brake rotor.

Mode 1 2 3 4 5
Exp. (Hz) 1464 3198 4992 6957 9020
FEA (Hz) 1453 3225 5062 7067 9170
Error (%) -0.7 0.8 1.4 1.5 1.6

Table 4. Comparisons between the predicted results and measured data for
brake assembly.

Mode 1 2 3 4 5
Exp. (Hz) 1611 3222 5065 7043 9130
FEA (Hz) 1562 3174 5184 6597 9452
Error (%) -3 -1.4 2.3 -6.3 3.5
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Figure 4. FRF measured for the disc brake assembly.

4. CONTACT ANALYSIS

In recent years, the complex eigenvalue analysis has become
the preferred method to investigate the stability of brake sys-
tem modes. Complex eigenvalues usually result from the fric-
tional coupling of brake components due to the off-diagonal
terms that arise in the stiffness matrix of the system, causing
it to be unsymmetrical. The positive real parts of the complex
eigenvalues indicated the degree of instability of the disc brake
assembly and reflected the likelihood of squeal occurrence.
Complex eigenvalues with positive real parts were identified as
unstable modes and corresponding frequencies, which always
appeared in complex conjugate pairs. The complex eigenvalue
analysis in ABAQUS was used to determine instability in disc
brake assembly.14 In order to perform the complex eigenvalue
analysis using ABAQUS, four main steps were required. They
are as follows:

• Nonlinear static analysis for applying brake-line pressure.

• Nonlinear static analysis to impose rotational speed on the
disc.

• Normal mode analysis to extract natural frequency of un-
damped system.

• Complex eigenvalue analysis that incorporated the effect
of friction coupling.

The complex eigenvalue analysis was examined between
1 kHz and 10 kHz by using the ABAQUS version 6.8 with
brake-line pressure of 0.7 MPa, a rotational speed of 5 rad/s
to assess the brake propensity as the friction coefficient values.
The influence of friction coefficient of the pad-rotor interface
was performed. The unstable modes for varying µ from 0.1 to
0.5 were plotted as real parts versus frequency in Fig. 5 to il-
lustrate how the instability increases with friction level. It was
found that the propensity for squeal increases with higher co-
efficients of friction. This was because the higher coefficient
of friction causes the variable frictional forces to be higher re-
sulting in the tendency to excite greater number of unstable
modes.

In this study, the baseline model for investigating the ef-
fects of elastic modulus of the main disc brake components
on squeal generation was considered at = 0.5. It was found
that at = 0.5, there were five unstable frequencies predicted at
2777 Hz, 7573 Hz, 8530 Hz, 9453 Hz, and 9722 Hz, as shown
in Fig. 6.

5. PARAMETRIC STUDIES

The aim of this section is to propose parametric studies in
order to examine the effects of material properties of the disc

Figure 5. Predicted unstable frequencies for varying coefficient of friction
values.

brake components on disc brake squeal generation. Fieldhouse
and Steel23 suggested that the source of a noisy brake may
lie as much in basic mechanical design as inappropriate mate-
rial choice. When the components were in an assembly, there
may have been a significant redistribution of stiffness and mass
throughout the structure if a component’s material property
was changed. This in turn will change the natural frequen-
cies of the assembly as a whole as well as potentially varying
the strain energy distribution during vibration. As a conse-
quence, it was necessary to design the entire brake components
so that their natural frequencies in the audible range were as
isolated as possible to avoid mode coupling. In this study, the
effect of elastic modulus for disc brake components was exam-
ined using parametric studies in order to reduce squeal gener-
ation. Theoretically, this was thought to have been achieved
when either the positive real parts of eigenvalues of the base-
line model were reduced or the predicted unstable frequencies
in the baseline model totally disappeared. Details of the para-
metric study of Young’s modulus of the disc brake components
are discussed below.

5.1. Influence of Rotor Young’s Modulus
Disc brake rotors in wide use today are made of gray cast

irons, because they have acceptable thermal properties, suf-
ficient mechanical strength, satisfactory wear resistance, and
good damping properties, they are cheap and relatively easy to
cast. Gray cast irons differ somewhat to steels and most other
structural metals in that the Young’s modulus could be var-
ied significantly by changing carbon equivalent. This allowed
the rotors to be manufactured with Young’s modulus that runs
from below 100 GPa through to approximately 140 GPa.

In this section, variation of Young’s modulus of the brake
rotor from 100 GPa to 140 GPa was simulated. Where the
baseline Young’s modulus of the disc is 125 GPa. The density
and Poisson’s ratio of these variants was assumed to be as the
same as the baseline model. Fig. 7 presents the real parts versus
frequency for different Young’s modulus of the rotor. From the
simulation results, it was found that increasing Young’s mod-
ulus of the rotor to 140 GPa was capable of eliminating posi-
tive real parts for unstable frequencies of 2777 Hz, 8530 Hz,
and 9722 Hz. On the other hand, by reducing Young’s mod-
ulus of the rotor to 100 GPa, a new unstable frequency had
appeared at approximately 5100 Hz. Additionally, the number
of unstable frequencies was unchanged, but their magnitudes
were increased, especially at frequencies of 2777 Hz, 7573 Hz,
9453 Hz, and 9722 Hz. In theory, the higher positive real parts,
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(a) (b)

(c) (d)

(e)

Figure 6. Predicted unstable frequencies of the disc brake corner for the baseline model at = 0.5: (a) 2777 Hz (b) 7573 Hz (c) 8530 Hz (d) 9453 Hz and (e)
9722 Hz.

the more tendency the squeal to occur. Overall, it was observed
that the rotor Young’s modulus had a significant effect on the
stability of the system. Increasing Young’s modulus of the disc
may be reducing the brake squeal generation. Similar evalua-
tions have been carried out by Liu et al.12 Also, Dunlap24 re-
ported that increased rotor stiffness was directionally correct
for reduction in squeal propensity.

5.2. Influence of Friction Material Young’s
Modulus

It was necessary to investigate the effect of the friction ma-
terial stiffness on the squeal propensity for the design of a

quiet brake system, since changes in the pad stiffness could
alter the mode coupling between the pads and rotor. In this
section, variation of Young’s modulus of the friction material
from 0.5 GPa to 4 GPa was simulated. These values of Young’s
modulus were in the range readily attained within brake pads
available in the market.25 Where the baseline Young’s modu-
lus of the disc is 2.6 GPa. The other properties, such as Pois-
son’s ratio and density of these variants, were assumed to be
the same as the baseline model. Similarly, Young’s modulus of
other components was also unchanged. Having simulated the
variation of Young’s modulus of the friction material, it can
be seen from Fig. 8 that increasing Young’s modulus of the
friction material to 4 GPa was capable of eliminating positive
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Figure 7. The Effect of Young’s modulus of the rotor on the brake squeal
generation.

Figure 8. The effect of Young’s modulus on the friction material on the brake
squeal generation.

real parts for unstable frequencies of 7573 Hz, 8530 Hz, and
9722 Hz, and of reducing the positive real part for unstable
frequency of 9453 Hz. On the other hand, reducing Young’s
modulus of the friction material to 0.5 GPa by increasing the
overall number of unstable frequencies and the real parts espe-
cially at high frequency squeal.

From the predicted results, it can be concluded that stiffer
friction material causes the system to be more stable and re-
duces squeal generation. This finding seems to agree with
that from Liles.14 Also, Papinniemi21 reported that increasing
pad Young’s modulus reduced the overall number of unstable
modes and indicated that the overall system stability would be
enhanced with higher modulus pads. The most probable phys-
ical explanation for this would be a reduction in pad deforma-
tion.

5.3. Influence of Anchor Bracket Young’s
Modulus

The anchor bracket was made from ductile cast iron compo-
nent that was used for housing the caliper and pads in brake
assembly. This anchor bracket was attached to the steer-
ing knuckle. The baseline Young’s modulus of the bracket
was 166 GPa. In this section, the baseline Young’s modulus
of the bracket was varied approximately up to ±10%. The
other properties, such as Poisson’s ratio and density, were kept
constant throughout the parametric study. Similarly, Young’s
modulus of the other components was also unchanged. From
the complex eigenvalue analysis, it was seen that the anchor
bracket had a significant affect on the stability of the system.

Figure 9. The effect of Young’s modulus of the bracket on the brake squeal
generation.

As seen in Fig. 9, increasing the modulus to 180 GPa reduced
the number of unstable modes to just three. On the other
hand, reducing the Young’s modulus to 150 GPa had less of
an impact with unstable frequencies still present at 2777 Hz,
8530 Hz, 9453 Hz, and 9722 Hz. In addition, a new unstable
frequencies had appeared in frequencies of 3403 Hz, 5873 Hz,
and 9530 Hz. Dessouki26 concluded that the common coun-
termeasure for caliper bracket induced squeal was to introduce
mass loading to the caliper bracket or alternatively to stiffen the
bracket. This finding seems to agree with the current simula-
tion results, where was observed that increasing Young’s mod-
ulus of the anchor bracket may be reducing the brake squeal
generation.

5.4. Influence of Back Plate Young’s
Modulus

The disc brake pads consisted of two parts: friction plates,
which were made of organic materials, and back plates made
of steel. In this study, the baseline Young’s modulus of the
back plates of the pads was 210 GPa. Steel did not show much
variation in modulus, but an alternative case was run with the
back plates modulus set to 190 GPa and 200 GPa. In Fig. 10,
it is seen that reducing Young’s modulus of the back plate to
190 GPa makes it capable of eliminating positive real parts for
unstable frequencies of 2777 Hz, 7573 Hz, and 8530 Hz. How-
ever, a new unstable mode appeared at approximately 4330 Hz,
so the overall noise performance of the system could be sig-
nificantly improved by reducing the number of unstable fre-
quencies to just three. On the other hand, reducing Young’s
modulus of the back plate to 200 GPa had less of an impact
with unstable frequencies still present at 2777 Hz, 7573 Hz,
9453 Hz, and 9722 Hz. However, the unstable frequency of
8530 Hz was eliminated. Compared to the baseline case, set-
ting back plates modulus to 200 GPa reduced the number of
unstable frequencies to just four.

From simulation results, it was observed that the stiffer back
plates cause a higher squeal propensity. This was because the
friction material connected to the back plates was very soft
compared with the back plate material. Hence, the higher stiff-
ness of the back plates, the greater the uneven deformation and
vibration magnitude of the pad, and the higher the damping
coefficient.

5.5. Influence of Caliper Young’s Modulus
The base line Young’s modulus of the caliper was 171 GPa.

In this section, the baseline Young’s modulus of the caliper
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Figure 10. The effect of Young’s modulus on the back plate of the brake
squeal generation.

Figure 11. The effect of Young’s modulus on the caliper of the brake squeal
generation.

was varied approximately up to ±10%. The other proper-
ties, such as Poisson’s ratio and density, were kept constant
throughout the parametric study. Similarly, Young’s modulus
of other components was also unchanged. Having simulated
the variation of Young’s modulus of the caliper, it can be seen
from Fig. 11 that the caliper also had a significant affect on the
stability of the system. Reducing the modulus to 155 GPa re-
duced the number of unstable modes to just three. On the other
hand, increasing Young’s modulus of the caliper to 190 GPa
was capable of suppressing positive real parts for unstable fre-
quencies of 2777 Hz, 7573 Hz, and 9722 Hz. Compared to the
baseline case, setting the caliper modulus to 190 GPa reduced
the number of unstable frequencies to just two.

In his simulations, Liles7 suggested that varying the caliper
Young’s modulus did not much affect instability of the disc
brake model. Additionally, Papinniemi21 reported that caliper
stiffness may not be beneficial for overall system stability.
However, in this study, the resulted show that varying caliper
Young’s modulus somewhat had an effect on the number of
unstable frequencies. By varying this value, it seemed that
the unstable frequencies were varied from one to another even
though some of them remain.

5.6. Influence of Steering Knuckle Young’s
Modulus

The base line Young’s modulus of the steering knuckle was
167 GPa. In this section, the baseline Young’s modulus of the
steering knuckle was varied approximately up to ±10%. The
other properties, such as Poisson’s ratio and density, were kept

Figure 12. The effect of Young’s modulus on the steering knuckle of the brake
squeal generation.

constant throughout the parametric study. Similarly, Young’s
modulus of the other components was also left unchanged. The
results in Fig. 12, show real and imaginary parts of the com-
plex eigenvalues when Young’s modulus of the friction ma-
terial varies from 150 GPa to 180 GPa. It was found that
the number of unstable frequencies was unchanged for vary-
ing Young’s modulus of the steering knuckle but their magni-
tudes vary nonlinearly. It was also observed that at frequen-
cies 2777 Hz and 7573 Hz, increasing Young’s modulus of the
steering knuckle lead to reduce the real values. However, at
frequencies 8530 Hz, 9453 Hz, and 9722 Hz the real parts var-
ied nonlinearly. It was concluded that Young’s modulus of the
steering knuckle may not be beneficial for overall system sta-
bility.

5.7. Influence of Wheel Hub Young’s
Modulus

The base line Young’s modulus of the wheel hub was
168 GPa. In this section, the baseline Young’s modulus of the
wheel hub was varied approximately up to ±10%. The other
properties, such as Poisson’s ratio and density, were kept con-
stant throughout the parametric study. Similarly, Young’s mod-
ulus of other components was also unchanged. From the com-
plex eigenvalue analysis, it was found that there were unstable
frequencies that increased Young’s modulus of the wheel hub
to 190 GPa and was capable of eliminating positive real parts
for unstable frequencies of 2777 Hz and 8530 Hz. However, a
new unstable mode appeared at approximately 5800 Hz. From
Fig. 13, setting the wheel hub modulus to 190 GPa reduced
the number of unstable frequencies to just four. On the other
hand, reducing Young’s modulus of the wheel hub to 155 GPa
had less of an impact with unstable frequencies still present at
7573 Hz, 9453 Hz, and 9722 Hz. However, the unstable fre-
quencies of 2777 Hz and 8530 Hz were eliminated. Compared
to the baseline case, setting the wheel hub modulus to 155 GPa
reduced the number of unstable frequencies to just three. The
results of the simulations indicate a range of instability in terms
of the wheel hub Young’s modulus.

6. CONCLUSIONS

This study investigated the effect of Young’s modulus vari-
ations of the disc brake components on the squeal propensity
using a detailed three-dimensional finite element model. Prior
to the stability analysis using complex eigenvalue analysis, a
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Figure 13. The effect of Young’s modulus on the wheel hub of the brake
squeal generation.

reasonably agreement is achieved between predicted and ex-
perimental results in terms of dynamic characteristics of the
developed FE model. The simulation result showed that insta-
bility of the disc brake made it sensitive to Young’s modulus
variations of the disc brake components. It is worth noting that
some of those variations reduce the number of unstable fre-
quencies and consequently provide better squeal performance.
In particular, increasing Young’s modulus of the rotor, friction
material, anchor bracket, and back plate. On the other hand,
the variations of Young’s modulus of the caliper and wheel
hub have somewhat effect on the squeal generation. It is also
observed that the variation of Young’s modulus of the steering
knuckle has little influence on the brake to alter its tendency to
generate squeal noise.
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APPENDIX A

Comparisons between the predicted results and measured
data for brake components are presented in Table 5.
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The influence of prestress on dynamic responses and acoustic radiation for thin cylindrical shells is analyzed in
this study. The strain-displacement equation of cylindrical shells with prestress in local areas is established based
on the Flügge theory. The structural-acoustic radiation formulation for prestressed cylindrical shells in local areas
is instituted by using the variational principle. A numerical analysis is then carried out. The numerical results are
validated by comparing the influence of prestress on acoustic radiation power and directivity. This study shows
that prestress significantly affects the dynamic characteristics of cylindrical shells.

1. INTRODUCTION

Prestress (initial stress) exists in complex structures because
of welding residual stress, structural manufacturing defects,
material thermal effects, and static external loading. Prestress
resists or aids structural deformation and alters the static and
dynamic characteristics of complex structures. For example,
the natural frequencies of a structure increase or decrease with
prestress distribution. Several studies have demonstrated the
influence of prestress on structural-acoustic radiation. A previ-
ous study analyzed the structure buckling and vibration prob-
lem of composite sandwich plates with initial stress through
the higher-order finite element theory.1 The influence of pre-
stress on the vibration frequency of concrete bridges was also
investigated using the prestress stiffness matrix.2 Regarding
uniform Euler-Bernoulli beams under linearly varying fully
tensile, the structure natural frequencies may be increased or
decreased, and parameters change the forbidden frequencies of
the mechanical system, considering the pre-stress force.3 The
influence of temperature was also determined by specifying the
arbitrary high temperature on the outer surface and the ambient
temperature on the inner surface of cylindrical shells. In this
case, the prestressed state was induced by thermal loading.4

The potential influence of prestress on resonance frequencies
was also assessed, and the results showed that prestress de-
pended on water depth.5 Moreover, prestress can be used as
a parameter to change the natural frequencies of a mechanical
system in a proposed model of the prestressed structure.6

Thin cylindrical shells are widely used in complex struc-
tures, such as aerospace, marine, mechanical, and civil con-
structs. Research on the vibration and acoustic radiation of
cylindrical shells has been a hot topic these past few years.
A non-linear finite element model based on Murnaghan third-
order elastic theory was applied to analyze the resonance struc-
ture, and the results showed that natural frequencies increased
with increasing compressive stress.7 The free-vibration char-
acteristics of cylindrical shells were also investigated for a gen-
eral class of elastic-support boundary conditions which con-
sidered depth-water pressure.8 Moreover, several studies have
investigated cylindrical shell dynamic problems with prestress
distribution. A previous study reported the output power flow

for an infinite ring-stiffened cylindrical shell submerged in
fluid induced by a cosine harmonic circumferential line force
under a uniform external hydrostatic pressure field and com-
pared the influence of depth-water pressure.9 The effect of
variation in flow velocities and hydrostatic pressures on the
dynamic behavior of fluid-conveying shells, as well as that of
support conditions on free vibration, were further studied; a
3D method for prestress distribution was also established.10, 11

Simultaneous effects of a prestress condition, including its lin-
ear and nonlinear parts and the elastic foundation on natural
frequencies of shells under various boundary conditions, were
extensively examined.12 The structure dynamic response of
cylindrical shells subjected to harmonic excitation at low natu-
ral frequencies was discussed by comparing five different non-
linear cylindrical shell theories.13 The free vibration and insta-
bility characteristics of a ring-stiffened cylindrical shell that
conveys internal fluid was analyzed using motion equations
based on the Flügge theory. The effects of fluid velocity and
ring stiffener parameters on the natural frequency and stability
characteristics of the shell were also assessed.14 The effect of
prestress on dynamic responses of fluid and initial stresses for
the pipeline were further investigated using the integral equa-
tion; the result showed that the influence of prestress at high
frequencies is essential.15 The vibration problem of cylindri-
cal shells was also evaluated using the differential quadrature
method to resolve the prestressed structure problem.16

However, most studies focused on models of uniformly dis-
tributed prestress, such as hydrostatic pressure or water pres-
sure, although fluid velocity deduces pressure. To the best of
the author’s knowledge, few results have investigated the pre-
stress problem of local area distribution, despite its wide ex-
istence in engineering design and manufacturing. With this
reason, to analyze the dynamic response and acoustic radiation
characteristics of a prestressed complex structure in local areas
is necessary. This study aimed to describe the low-frequency
dynamic and acoustic responses of a prestressed cylindrical
shell structure. The basic equations of structural-acoustic char-
acteristics for cylindrical shells were established using the clas-
sical Flügge theory. The developed model was used to deter-
mine the influence of prestress on the local area. A general
mathematical model capable of analyzing the dynamic behav-
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Figure 1. Prestress distribution in local areas.

ior of thin cylindrical shells with and without local area dis-
tribution as well as the overall and non-uniform distribution
of prestress, were developed using the elasticity model. Fi-
nally, the effectiveness of the proposed models was confirmed
through numerical calculations.

This paper is organized as follows: a brief literature review
of the structural-acoustic radiation and prestress in Section 1.
The basic model of prestress in local areas of a thin plate is
demonstrated in Section 2. The motion governing the equa-
tions for cylindrical shells is presented in Section 3. Methods
for addressing prestressed cylindrical shells in local areas in
Section 4. The structural-acoustic radiation function of cylin-
drical shells is then established in Section 5. Acoustic radiation
power and directivity are numerically analyzed in Section 6 to
illustrate the validity and efficiency of the proposed method.
Finally, concluding remarks are provided in Section 7.

2. PRESTRESS MODEL

2.1. Prestress Model in Local Areas
An elastic isotropic thin plate was used to establish a pre-

stress distribution model in local areas. As shown in Fig. 1, the
structure domain Ω contains the sub-domain ΩR (more than
one domain ΩR in the domain Ω). Prestress exists in the sub-
domain ΩR.

2.2. Prestress Equation
The prestress value was defined as zero in the absence of

prestress in the design domain ΩR. The unified prestress equa-
tion of the thin plate structure was also established. A thin
plate was subjected to dynamic external loading, static external
loading, and initial stress. The structure stress in the design do-
main can be expressed as σ = {σxx, σyy, σzz, τxy, τxz, τyz}.
Thus, in the structure dynamic response, prestress consists of
two parts: initial and static loading stresses. The initial stress
consists of initial stress, welding residual stress, and material
thermal effects, whereas the static loading stress is due to static
external loading. Only prestress caused by static external load-
ing was analyzed in this study.

According to the thin plate theory, the structure stress in the
thin plate can be expressed as σzz = τxz = τyz = 0, where
z is the direction of the plate thickness. The structure stress
function can be written as σ = {σxx, σyy, 0, τxy, 0, 0}. More-
over, the cylindrical polar coordinate system indicates that the
structure stress is represented by σ = {σxx, σθθ, τxθ}.

According to the Flügge theory and the structure elastic-
ity theory, structure stresses, namely σxx, σθθ, and τxθ, are

Figure 2. Coordinate system for a cylindrical shell.

related to the strain for homogeneous and isotropic materi-
als and can be expressed as: σxx = E

1−µ2 (εxx + µεθθ),
σθθ = E

1−µ2 (εθθ + µεxx), and τxθ = E
2(1+µ)γxθ respectively.

The structure-strain displacements, εxx and εθθ, are in axial
and circumferential directions respectively. The structure shear
strain, γxθ, is in the coordinate system, E is the structural ma-
terial Young’s modulus, and µ is the Poisson ratio.

For isotropic materials, the structure prestress in local ar-
eas can be written as σ0 = {σ0

xx, σ
0
yy, σ

0
zz, τ

0
xy, τ

0
xz, τ

0
yz}. If

σ0 = 0, then prestress does not exist in the structure design
domain. Prestress has no influence on the shear strain in the
thin plate. Only two principal directions of prestress are con-
sidered, and the stress can be stated as σ0

zz = τ0
xy = τ0

xz =

τ0
yz = 0. Prestress can be rewritten with a cylindrical polar

coordinate system as σ0 = {σ0
xx, σ

0
θθ}.

The cylindrical structure stress of the thin plate subjected
to state loading, dynamic loading, and prestress can be ex-
pressed as σ = σ0 + σf = {σ0

xx, σ
0
θθ, 0, 0, 0, 0} +

{σfxx, σ
f
θθ, 0, τ

f
xθ, 0, 0}, where σ0 is the local-area prestress,

and σf is caused by dynamic external loading.

3. MOTION EQUATIONS OF CYLINDRICAL
SHELLS

In this study, the dynamic response problem of prestress in
the local areas of cylindrical shells was formulated in a cylin-
drical polar coordinate system.

3.1. Free Vibration Formulations of
Cylindrical Shells

The structure of isotropic, infinite, and thin cylindrical shells
in a fluid medium contains the region ΩS with the bound-
ary ΓS . The dynamic response of the shells was determined
in a cylindrical polar coordinate system (x, θ, r), as shown in
Fig. 2, where the x-axis is the axis of the shell and r and θ are
the radial and circumferential directions respectively.

The general assumptions in the structural-acoustic analy-
sis for cylindrical shells include the following: the structure
material is isotropic and linearly elastic; the fluid medium
is isotropic, inviscid, and incompressible; the acoustic wave
equation is linear; the deformation of the shell is small; the
shell and fluid gravity force are neglected; and the shell thick-
ness t is smaller than the shell’s mean radius. In addition, only
the low- and middle-frequency domains of acoustic radiation
are discussed in this study, while structure-fluid coupling are
not.

Figure 2 shows the circular cylindrical shell structure with
thickness t, length L, and radius of the middle surface R.
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Therefore, the dynamic displacement vector u in the cylindri-
cal polar coordinate system can be expressed as:

u = {ux(x, θ, r, t), uθ(x, θ, r, t), ur(x, θ, r, t)}T ; (1)

where ux, uθ, and ur represent the displacements of an ar-
bitrary point on the middle surface of shell axial, tangential,
and radial displacements respectively. The superscript T is the
transposition of a vector/matrix in the equation. Dynamic dis-
placement in the middle surface of the cylindrical shell struc-
ture can be obtained using the classical Flügge theory and can
be expressed as:

ux =

∞∑
n=−∞

∫ ∞
−∞

Ux(kx)e(inθ+ikxx)dx,

uθ =

∞∑
n=−∞

∫ ∞
−∞

Uθ(kx)e(inθ+ikxx)dx,

and

ur =

∞∑
n=−∞

∫ ∞
−∞

Ur(kx)e(inθ+ikxx)dx,

where Ux, Uθ, and Ur are the shell spectral displacement am-
plitudes of the axial, tangential, and radial directions respec-
tively. The parameter kx is the wave number in the axial direc-
tion.

3.2. Strain-displacement Equation of
Cylindrical Shells

The cylindrical shell structure loaded by residual stress or
static loading can resist or aid structure deformation. The strain
field associated with the vibration of a prestressed cylindrical
shell consists of prestress and dynamic stress. As such, the
strain-displacement relations include several nonlinear terms.
Therefore, the total strain field ε for prestressed cylindrical
shells may be represented as the cylindrical polar coordinate
system using:

ε = ε0 + εf = {ε0
xx, ε

0
θθ, 0, 0, 0, 0}+ {εfxx, ε

f
θθ, 0, γ

f
xθ, 0, 0};

(2)
where ε is the strain vector of the cylindrical shell and ε0 is
the strain vector caused by local-area prestress. Only the linear
strain was discussed in this study, such as {ε0

xx, ε
0
θθ, 0, 0, 0, 0},

where ε0
xx and ε0

θθ are the axial and circumferential strains by
prestress respectively.

The structure strain, εf = {εfxx, ε
f
θθ, 0, γ

f
xθ, 0, 0}, is the dy-

namic strain components in the cylindrical coordinate system
and includes strain and shear strain, which was caused by har-
monic external loading. Based on the classical Flügge theory,
εfxx, εfθθ, and γfxθ are strain components in the cylindrical co-
ordinate system.

In the middle surface of the structure, the relationship
of the strain-displacement equation for the thin cylindrical
shell structure can be expressed as: εfxx = ∂ux

∂x , εfθθ =
1
R
∂uθ
∂θ + ur

R , and γfxθ = 1
R
∂ux
∂θ + ∂uθ

∂x . The strain-
displacement equation can be written in vector form as: εf =
{ux,x, 1

R (uθ,θ + ur), 0,
1
Rux,θ + uθ,x, 0, 0}T . Meanwhile, the

strain-displacement equation can be rewritten in matrix form
as:

εf = Yζ; (3)

where Y =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 1 0
0 0 0 0 0 0
0 0 0 0 0 0

 and ζ = {ζ1, ζ2, ζ3, ζ4, ζ5, ζ6}T .

Furthermore, ζ1 = ux,x, ζ2 = 1
R (uθ,θ + ur), ζ4 = 1

R (ux,θ),
and ζ5 = uθ,x.

3.3. The Stress-Strain Equation of
the Cylindrical Shell

In the cylindrical shell structure, the general constituent
stress-strain relationship between the stress and strain vectors
can be obtained by using the following equation:

σ = Dε = σ0 + Dεf ; (4)

where σ0 is the prestress vector, viz. σ0 = {σ0
xx, σ

0
θθ}

and σ0
xx, σ0

θθ are the normal prestress vector components in
the cylindrical coordinate system, and D represents the shell
stress-strain matrix. For the isotropic material structure, the
constitutive relationship matrix D can be expressed as:

D =
E

(1+µ)(1−2µ)


1−µ µ µ 0 0 0
µ 1−µ µ 0 0 0
µ µ 1−µ 0 0 0
0 0 0 0.5−µ 0 0
0 0 0 0 0.5−µ 0
0 0 0 0 0 0.5−µ

 ;

where E is the Young’s modulus, and µ is the Poisson ratio.

3.4. Governing Formulation of
the Cylindrical Shell

In a small shell element with unit length, the displacement
vector of the cylindrical shell u was governed by the motion
equation. The dynamic displacement parameter of the cylin-
drical shell is u = {ux, uθ, ur}T . In the structure domain ΩS ,
the appropriate function for the shell domain can be expressed
as:

ρSü−∇ · σ = 0 in ΩS ; (5)

where ρS is the density of the cylindrical shell, dot represents
a derivative with respect to time, and ΩS is the shell solution
domain.

If fluid-structural coupling is weak and can be neglected, es-
pecially for air, the influence of acoustic pressure on the struc-
ture can also be neglected, and the shell’s motion equation can
be proposed. If the distribution function of prestress is defined,
the amplitude and frequency of external loading is also given.
Combining the boundary condition and substituting Eqs. (3)
and (4) into Eq. (5) yields the following equation that governs
the motion of the cylindrical shell:∫

ΩS

δεTDε dΩS +

∫
ΩS

δuT ρü dΩS −
∫

ΩS

δuT f dΩS = 0; (6)

where u is the cylindrical shell displacement vector, such as
u = {ux, uθ, ur}T , ρS represents the inertia force accelera-
tion matrix, and f is the vector of the shell body force.

These motion equations of shell in the acoustic medium can
be rewritten in a variational formula by using the Hamilton

International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016 303



L. Chen, et al.: ACOUSTIC CHARACTERISTIC ANALYSIS OF PRESTRESSED CYLINDRICAL SHELLS IN LOCAL AREAS

principle. Hence, the following motion equation can be ob-
tained:∫

ΩS

δ(ε0+εf )TD(ε0+εf ) dΩS +

∫
ΩS

δuTNT
SρSNSü dΩS −∫

ΩS

δuTNT
S f dΩS = 0; (7)

where the first, second, and third parts represent strain energy
variation in the structure, kinetic energy variation in the struc-
ture, and external force acting on the structure of the virtual
variation in external forces respectively.

4. SOLUTION OF MOTION EQUATION

4.1. Structure Discretization
In Eq. (7), the governing motion of the cylindrical shell sub-

jected to boundary conditions was solved by using the finite
element method (FEM). The cylindrical shell was also dis-
cretized by introducing cylindrical frustums, in which the shell
displacement variable u(x, θ, r, t) and the variational form
δu(x, θ, r, t) can be expressed as:

u(x, θ, r, t) = {NSux,NSuθ,NSur}T = Nu; (8a)

δu(x, θ, r, t) = {δ(NSux), δ(NSuθ), δ(NSur)}T

= δuTNT ; (8b)

where u = {ux,uθ,ur}T represents the nodal displacement
vector. ux, uθ, and ur are the nodal displacement in the axial,
tangential, and radial directions respectively. NS denotes the
shape function matrix of the element and N is the assembled
shape function matrix. The relationship between matrix N and

matrix NS can be obtained by using N =

NS 0 0
0 NS 0
0 0 NS

.

Defining dζ = G du, then there is dε = dεf =
YG du. The transformation matrix G can be de-

fined as G =

N
T
S,x 0 0

NT
S,x

R 0 0

0
NT
S,x

R 0 NT
S,x 0 0

0
NT
S,x

R 0 0 0 0


T

. The linear strain-

displacement matrix A can be obtained by substituting the
transformation matrix G into Eq. (4). In addition, the differen-
tial equations of the structural dynamic strain can be expressed
as:

dεf = YG du = A du =



∂NS

∂x 0 0
0 ∂NS

R∂x
NS

R
0 0 0

∂NS

R∂θ
∂NS

∂x 0
0 0 0
0 0 0

 du. (9)

4.2. Motion Function of the Cylindrical Shell
Nonlinear terms (second- and third-order) were neglected

under low shell deformation and only the nonlinear strain-
displacement relationship were used to derive the geometric
stiffness matrix during standard discretization. The following
equation governing the motion of the shell in the global co-
ordinate system was obtained using the variational principle.
By substituting Eqs. (3), (8), and (9) into Eq. (7), a motion

equation can be yielded, which governs the motion of the cylin-
drical shell system as a standard discretization form:∫

ΩS

NT
SρSN

T
S ü dΩS +

∫
ΩS

ATDAu dΩS +∫
ΩS

GTSGu dΩS −
∫

ΩS

f dΩS = 0; (10)

where ü is the shell nodal acceleration vector, u is the
shell nodal displacement vector, and the matrix S is pro-
vided by the structural prestress matrix and can be written as:

S =

σ0
xxI2 τ0

xθI2 τ0
xγI2

τ0
xθI2 σ0

θθI2 τ0
θγI2

τ0
xγI2 τ0

θγI2 σ0
γγI2

, where I2 is a unit matrix of or-

der 2. The local area prestress σ0 = {σ0
xx, σ

0
θθ, 0, 0, 0, 0}

is substituted into matrix S, which can be written as:

S =

σ0
xxI2 0 0
0 σ0

θθI2 0
0 0 0

.

The integral equation can then be obtained as:

mSü + kSu + f = 0; (11)

where f is the elemental matrix of external loading, mS

is the elemental mass matrix and represented as mS =∫
ΩS

NT
SρSN

T
S dΩS ; kS = k0 + kσ is the elemental stiff-

ness matrix, k0 =
∫

ΩS
ATDA dΩS is the elemental stiffness

matrix of the cylindrical shell without prestress, and kσ =∫
ΩS

GTSG dΩS is the additional part of the elemental stiff-
ness matrix for the cylindrical shell with prestress and defined
as prestress stiffness matrix. The structural stiffness matrix
was modified due to the the existence of prestress in the local
area. Thus, the overall stiffness matrix was altered, the effect
of fluid-structural coupling was neglected, and the mass matrix
was not affected by prestress.

If the viscous damping matrix is considered, then the vis-
cous damping matrix cS in the differential equation can be ex-
pressed as:

mSü + cSu̇ + kSu + f = 0. (12)

The nodal displacement vector matrix was obtained by sub-
stituting the displacement vector equation and the harmonic
loading equation into Eq. (12). In addition, the nodal normal
velocity vector vn(ω) can be obtained. The nodal particle nor-
mal velocity was used as boundary condition in the acoustic
radiation analysis with the boundary element method (BEM).

5. ACOUSTIC RADIATION FUNCTION
Structure vibration induces acoustic radiation. BEM was

used to calculate the acoustic radiation behavior (acoustic pres-
sure and acoustic radiation power) with structure response
(harmonic normal velocity) as the boundary condition. Only
the low-middle frequency domains of the exterior acoustic ra-
diation of the continuum structure were analyzed in this study,
which only considered the steady-state response of the vibrat-
ing structure. The standard acoustic wave equations were re-
duced to the Helmholtz equation in the harmonic response
problem. For an arbitrary shape structure, the governing dif-
ferential equation and boundary condition in steady-state linear
acoustics is the classical 3D Helmholtz equation as follows:

∇2p(x, θ, r, t) + k2p(x, θ, r, t) = 0; (13)

∂2w

∂t2
= −1

ρ

∂p(x, θ, r, t)

∂r

∣∣∣
r=R

; (14)
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where p is the acoustic pressure of the acoustic field point, k
(= ω/c) denotes the wave number, and ω and c are the angu-
lar frequency and speed of sound respectively, and ∇2 is the
Laplace operator. The acoustic wave assumes harmonic time
variations throughout the analysis with eiωt dependence sup-
pressed for simplicity.

At the structure-fluid boundaries ΓS , the acoustic pres-
sure must satisfy the Neumann boundary condition ∂p/∂n =
−iωρvn, where vn is the nodal normal velocity of the struc-
ture, ρ is the density of the fluid medium, and n is the outer-
normal unit vector of the structure surface. Moreover, the
acoustic pressure p precisely and automatically satisfies the
Sommerfeld condition at infinity, lim

r→∞
[r(∂p/∂r− ikp)] = 0.

The associated form of the pressure field of the cylindrical shell
can be expressed by applying the variable separation method to
solve the acoustic wave equation:

p(x, θ, r) =

∞∑
n=−∞

Pn(x)H(1)
n (kr)einθ; (15)

where n is the expansion coefficient,H(1)
n (kr) is the n-th order

Hankel function of the first kind, Pn(x) is the pressure ampli-

tude, and k =
√
k2
f − k2

x, kf = ω/c. In addition, the radial

velocity vn(~r) in the acoustic field is vn(~r) = − 1
iωρ

∂p
∂r .

In this study, the acoustic medium was defined as air. The
feedback coupling between the acoustic medium and the vi-
brating structure was also neglected because of its weak in-
fluence. The acoustic radiation field quantities were relevant
to acoustic radiation pressure and power. However, acoustic
pressure varies according to spatial position, and the calcula-
tion is time consuming. Acoustic power was a suitable param-
eter to be used for quantifying the radiation on the structure
surface. Acoustic power is also related to the characteristics
of structure vibration and does not change with spatial posi-
tion. Therefore, the power parameter of acoustic radiation is
preferred over the acoustic pressure parameter for structural-
acoustic analysis and evaluation. In the acoustic field domain,
the acoustic radiation power describes the energy flow of an
assumed integral surface and can be defined as:

Π =
1

2

∫
Γ

Re{p(~r) · v∗n(~r)} dΓ; (16)

where “Re” represents the real part of a complex variable, p(~r)
is the acoustic pressure at the acoustic field point, as shown in
Eq. (15), v∗n(~r) is the field-point normal complex conjugate
operator velocity of fluid-particle, and Γ is the integral sur-
face of acoustic domain. After omitting the acoustic transmis-
sion loss and absorption of the boundary and source points, the
acoustic radiation power of the exterior acoustic field is equal
to that of the source point surface. The structure surface radia-
tion acoustic power can be written as:

Π =
1

2
Re

∫
Γ

pfv
∗
n dΓ; (17)

where Γ is the structure-fluid interface, pf is the acoustic pres-
sure on the structural surface, and v∗n is the nodal normal com-
plex conjugate velocity on the structural surface. In the vibra-
tion structure, pf = ρcvn exits, where the phase angle be-
tween acoustic pressure pf and the normal velocity v∗n is 0.

Figure 3. Finite element model of the cylindrical shell.

6. NUMERICAL RESULTS AND DISCUSSION
A cylindrical shell structure under external harmonic exci-

tation in air was used to demonstrate the influence of prestress
in local areas on the structural-acoustic characteristics of the
shells. In the numerical examples, FEM was used to analyze
structural dynamic response, whereas BEM was applied to deal
with the exterior acoustic radiation problem, structure vibra-
tion, acoustic power, and acoustic directivity. This study only
focused on the steady-state dynamic response of the vibrating
structure.

6.1. Model Description
A finite thin cylindrical shell structure with supported

boundary condition immersed in fluid was used in this study, as
shown in Fig. 3. The radius, length, and thickness of the cylin-
drical shell are 1.5, 4.8, and 0.01 m respectively. The cylin-
drical shell structure was discretized using FEM. In the model,
the zero point of the overall coordinate system is located at the
center of the cylindrical shell.

The material of the cylindrical shell structure is steel with
mechanical performance parameters as follows: density, ρ =
7800 kg/m3; modulus of elasticity, E = 210 GPa; and the
Poisson ratio, µ = 0.3. The total weight of the cylindrical
shell is 1764.0 kg, whereas the fundamental frequency is ω =
7.6 Hz.

In the structural-acoustic analysis, the acoustic properties of
the fluid (i.e. air) are isotropic and homogeneous, with density
(ρ) of 1.225 kg/m3, speed of sound (c) of 343 m/s, acoustic
power reference value (W0) of 1 × 10−12 Watt, and acoustic
pressure reference value (p0) of 2× 10−5 Pa.

A time-harmonic line force loading on the shell struc-
ture was also observed. The first concentrated loading is
f(t) = F sin(2πft), with a prescribed amplitude of P <
0, 0, 200.0 > N. The frequency of the external force is f =
61 Hz, which was applied to a point on P1, as shown in Fig. 3.
The second concentrated loading is f(t) = F sin(2πft), with
a prescribed amplitude of P < 0, 0,−200.0 > N. The fre-
quency of the external force is f = 61 Hz, which was applied
to a point on P2, as shown in Fig. 3.

6.2. Structure Prestress
Prestress of the cylindrical shell structure was induced by

ring static loading. A uniform distribution of static loading
was observed on the cylindrical shell structure, as shown in
Fig. 3. The length of the static loading region is 0.2 m on
the axis direction. The amplitude of the static surface force is
1.6× 106 Pa, and the normal direction of the force is inward.

The deformation parameter of the cylindrical shell structure
was obtained according to the numerical analysis of the struc-
ture subjected to static loading. In addition, the contour maps
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Figure 4. Contour maps of prestress distribution.

Table 1. Comparison of mode frequencies.

Mode order Without prestress With prestress
1 7.6 7.2
2 9.1 8.9
3 12.0 11.0
4 20.0 19.4
5 20.1 20.0
6 33.8 32.5

Figure 5. Comparison of velocity.

of the structure stress distribution are illustrated in Fig. 4. The
structure stress is concentrated in the center of the shell struc-
ture near the static loading region. Far from the static load-
ing region, the stress is very small and can be omitted. The
maximum value of the structure stress of the shell structure is
107 MPa. The structure stress is defined as local-area prestress
in the dynamic response analysis.

6.3. Vibration of the Cylindrical Shell
The dynamic characteristic of the cylindrical shell structure

changed with prestress distribution. Table 1 shows the mode
frequencies of the structure with or without prestress distribu-
tion. The influence of prestress on the dynamic behavior of the
shell structure is considered significant.

The vibration characteristics of the cylindrical shell were
compared in the absence or presence of prestress distribution.
The velocity of the cylindrical shell structure can be calcu-
lated using the FEM code. Frequency variation in the analysis
ranges from 0 Hz to 400 Hz, and the frequency step size is
2 Hz. Figure 5 demonstrates the comparison of the node ve-
locity of the defined point located on the static loading region
with or without prestress.

As shown in Fig. 5, the influence of prestress on the dynamic
behavior of the cylindrical shell structure is evident.

Figure 6. Comparison of acoustic power.

Figure 7. Comparison of acoustic pressure.

6.4. Acoustic Radiation of the Cylindrical
Shell

Acoustic pressure in the field point and acoustic radiation
power were obtained using the BEM code combined with
the normal velocity of the cylindrical shell structure. Fre-
quency variation in radiated acoustic power ranges from 0 Hz
to 400 Hz, and the frequency step size is 2 Hz. Figure 6 shows
the comparison between the acoustic radiation power with and
without prestress. As shown in Figs. 6 and 7, the influence of
prestress on acoustic radiation power, as well as on acoustic
pressure in the field point of the cylindrical shell structure is
evident, with the field point located in (0, 5, and 5).

Numerical analysis showed that the stiffness matrix of the
cylindrical shell structure and the dynamic response parame-
ter were altered in the presence of prestress. Acoustic radia-
tion power was then changed, and the maximum value of the
acoustic radiation power significantly increased.

6.5. Acoustic Directivity Analysis
The influence of prestress, which is located in local areas

of the acoustic source point on acoustic pressure directivity
was compared. In the directivity analysis, acoustic pressure
was compared in the frequency of 61 Hz. The acoustic field
was located in the horizontal plane midway along the cylinder
length. Figure 8 shows the comparison between the acoustic
radiation directivity with and without prestress.
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Figure 8. Comparison of the acoustic directivity.

A comparison of Figs. 5, 6, 7, and 8 shows that the dynamic
characteristics are significantly reduced. Additionally, the in-
fluence of the existing prestress is obvious.

7. CONCLUSIONS

In this study, acoustic radiation power is proposed as a per-
formance index to address vibration and acoustic radiation
problem of a prestressed cylindrical shell structure in local
area distribution. The following conclusions are drawn through
numerical analysis and comparison. The existence of local
prestress changes the stiffness of the structure. Prestress dis-
tributed in local areas significantly influences sound radiation
and is evident in low-frequency band. Meanwhile, the structure
of radiation directivity can be changed. Future studies will fo-
cus on fluid-structure coupling characteristics at the interface.
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We analyze the nonlinear dynamics of a simply supported, rectangular, and functionally graded plate in terms
of a newly derived coupled system of thermo-elasticity and energy equations, which is then expanded here in
derivations and explored for chaotic responses through a parameter study in the state space.1 The plate properties
vary linearly in thickness. Three-dimensional stress-strain relations are considered in general case and nonlinear
strain-displacement relations are deployed to account for the plate’s large deflection. A lateral harmonic force is
applied on the plate, and there is a heat generation source within it and the surfaces are exposed to free convection.
By integrating over the thickness, four new thermal parameters are introduced, which together with the mid-
plane displacements constitute a system of seven partial differential equations. These equations are changed into
ordinary differential equations in time using Galerkin’s approximation and solved by using the 4th order Runge-
Kutta method. Finally, a parameter study is performed and the appropriate conditions resulting in chaotic solutions
are determined by using numerical features such as the Lyapunov exponent and power spectrum.

NOMENCLATURE

u, v, w Particles displacements in x, y, z direc-
tions

u, v, w Midplane displacements in x, y, z direc-
tions

A,B,C Dimensionless amplitudes of u, v, w
V Dimensionless amplitude of ẇ
εij Strain components
σij Stress components
θ Point-wise plate temperature
θ0 Initial plate temperature
T Dimensionless amplitude of θ
Nθ,Mθ, Pθ, Qθ Temperature 0th to 3th moments
D,E, F,G Dimensionless amplitudes of N,M,P,

and Q
E Modulus of elasticity
ν Poisson’s ratio
α Thermal expansion coefficient
ρ Density
k Thermal diffusivity
c Specific heat capacity
r Heat generation rate per unit mass
λ Plate side length to thickness ratio
h Plate thickness
a, b Plate side lengths in x and y directions
ω Frequency of the external force
H Heat transfer coefficient
q0 Amplitude of the external force

1. INTRODUCTION

Functionally graded materials (FGMs) are widely used in
aeronautic structures, where they are simultaneously subjected
to mechanical and thermal loadings. Thus, presenting a model
that combines the mechanical and thermal characteristics in-
crease our understanding of their behavior. In this paper, the
coupled problem of thermo-elasticity for the nonlinear dynam-
ics of FGM plates was studied, the governing equations were
derived, and after achieving the solution, some parameter val-
ues for which trajectories show chaotic behavior were deter-
mined.

In the field of linear thermo-elasticity Nowacki has made
several fundamental contributions, among which was the
derivation of the equations of thermo-elastic vibrations of
plates in the coupled case.2 He solved the problem of trans-
verse vibrations when the temperature field varied harmon-
ically with time. Kawamura et al. derived the governing
equations for thermally induced vibrations of an FGM plate
exposed to sinusoidally varying surface temperature.3 Xiang
and Melnik presented a numerical approach for the general
thermo-mechanical problems, which was based on the reduc-
tion of the original system of partial differential equations
to a system of differential algebraic equations.4 They tested
the method for a two-dimensional, thermo-elasticity problem.
Yang and Shen performed an analysis on free and forced vi-
brations of initially stressed FGM plates with temperature de-
pendent material properties.5 They also studied partially dis-
tributed impulsive loads on FGM plates resting on elastic foun-
dations.6 Gupta investigated non-linear thickness variation on
the thermally-induced vibration of a rectangular plate using a
spline technique.7
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A number of papers have been dedicated to the nonlinear
free vibrations of plates. Prabhakara and Chia calculated non-
linear frequencies for free flexural large amplitude vibrations
of orthotropic rectangular plates with different boundary con-
ditions and showed that for large values of amplitude, the cou-
pling effect of vibrating modes on the nonlinear frequency of
the fundamental mode is significant for orthotropic plates.8 Al-
lahverdizadeh et al. analyzed free and forced axisymmetric vi-
brations of a thin circular FGM plate in a thermal environment
and determined the stresses and nonlinear natural frequencies
using a semi-analytical approach.9, 10 Chang and Chian pre-
sented an analytical study on free vibrations of a heated or-
thotropic rectangular thin plate under various boundary condi-
tions.11 Xuefeng et al. studied nonlinear thermo-elastic free
vibrations of circular plates that had simply supported and
clamped boundary conditions.12, 13

Furthermore, Praveen and Reddy analyzed the static and dy-
namic response of FGM plates using a plate finite element
that accounts for the transverse shear strains, rotary inertia,
and moderately large rotations in von Karman sense.14 Huang
and Shen investigated nonlinear vibrations of an FGM plate
in thermal environments, accounting for heat conduction and
temperature dependent material.15 Woo and Meguid provided
an analytical solution for the coupled large deflection of plates
and shallow shells made of functionally graded material. They
made use of two-dimensional stress-strain relations and stud-
ied the effect of thermo-mechanical coupling on the FGM shell
response.16 In another survey, Woo et al. discussed the effect
of material properties, boundary conditions, and thermal load-
ing on nonlinear dynamics of a freely vibrating FGM plate.17

Chang and Wan presented an analytical method to investi-
gate large amplitude thermo-mechanically coupled vibrations
of rectangular elastic thin plates with various boundary condi-
tions.18 Hao et al. studied the nonlinear dynamics of a sim-
ply supported rectangular FGM plate subjected to transverse
and in-plane excitations in a time dependent thermal environ-
ment.19 Yeh analyzed large amplitude thermo-mechanically
coupled vibrations of simply supported orthotropic rectangu-
lar thin plates.20 He discussed the effect of changing different
parameters on thermal damping of the plate. Alijani and Ama-
bili investigated non-linear parametric instability of rectangu-
lar FGM plates in thermal environments using a multi-degree-
of-freedom energy approach.21

Among works done on the chaotic vibrations of plates, we
can mention the derivation of the nonlinear dynamic equation
of a harmonically forced elliptic plate in the presence of a ther-
mal field by Qiang et al.22 They used the Melnikov function
method to give the critical condition for chaotic motion and to
discuss the path to chaos. Ribeiro performed an analysis on ge-
ometrically nonlinear vibrations of linear elastic and isotropic
plates under the combined effect of thermal fields and mechan-
ical excitations and studied transitions from periodic to non-
periodic motions.23 Both him and Duarte also investigated the
effect of fibers’ angle in nonlinear thermo-elastic vibrations
of composite laminated plates.24 Lai et al. determined the
conditions leading to chaotic motion for large deflections of
a simply supported rectangular plate by examining the fractal
dimension and the maximum the Lyapunov exponent.25 They
used the same approach to detect chaos in large deflections of
rectangular plates with thermo-mechanical coupling.26 In an-
other investigation, Yeh and Chen found the conditions that re-

sulted in chaos for a simply supported circular plate of thermo-
mechanical coupling with variable thickness.27 Zhang et al.
analyzed the nonlinear dynamics and chaos of a simply sup-
ported rectangular orthotropic FGM plate in a thermal envi-
ronment in which heat conduction and temperature-dependent
material properties were taken into account.28 Hao et al. ob-
served chaos in nonlinear dynamics of a rectangular FGM plate
in a thermal environment.29

However, none of the referred papers have considered the
thermo-mechanical coupling for nonlinear forced vibrations
of functionally graded plates. The novelty of this paper is
the full derivation of the governing equations in the three-
dimensional case while accounting for geometrical nonlinear-
ity, non-homogeneity, coupled fields of temperature, and dis-
placement in the extension of our preliminary research, which
only includes the general framework for this purpose.1 Ad-
ditionally, we have performed a parameter study in the state
space to find the parameter values that trigger chaotic solu-
tions. In the following sections, the equations of motion and
energy equation are first derived for a nonlinear thermo-elastic
FGM plate and then a solution strategy is proposed for solving
them. Section three is devoted to a parameter study and dis-
cusses the behavior of the resulting responses, with a focus on
detecting chaos. Finally, the conclusions are drawn in the last
section.

2. METHOD

The first aim of this paper is to derive the equations of mo-
tion and the energy equation considering thermo-mechanical
coupling for a rectangular plate made of functionally graded
material. Equations of motion were derived on the basis of
displacement formulation.30 Lagrangian finite strain tensor is
defined as:31

εij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
+

1

2

∂um
∂xi

∂um
∂xj

. (1)

Based on Kirchhoff hypothesis, the displacements of various
points in the plate thickness are linearly related to those of the
mid-plane as:32

~u(x, y, z, t) = u(x, y, t)− z ∂w
∂x

;

~v(x, y, z, t) = v(x, y, t)− z ∂w
∂y

;

~w(x, y, z, t) = w(x, y, t). (2)

Substituting Eq. (2) in Eq. (1), strain components in terms of
mid-plane displacements were found.33 Additionally, general-
ized thermo-elastic constitutive law for isotropic material was
given by:30

σij = λεkkδij + 2µεij − (3λ+ 2µ)α(θ − θ0); (3)

where,

λ =
Eν

(1 + ν)(1− 2ν)
; (4)

µ =
E

2(1 + ν)
. (5)

By using Eq. (3), stress tensor components were found in
terms of mid-plane displacements as:
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σxx =
Eν

(1 + ν)(1− 2ν)

[
∂u

∂x
+
∂v

∂y
+

(
∂w

∂x

)2

+

(
∂w

∂y

)2

−

z
∂2w

∂x2
− z ∂

2w

∂y2

]
+

E

(1 + ν)

[
∂u

∂x
+

1

2

(
∂w

∂x

)2

−

z
∂2w

∂x2

]
− Eα

(1− 2ν)
(θ − θ0) ; (6)

σyy =
Eν

(1 + ν)(1− 2ν)

[
∂u

∂x
+
∂v

∂y
+

(
∂w

∂x

)2

+

(
∂w

∂y

)2

−

z
∂2w

∂x2
− z ∂

2w

∂y2

]
+

E

(1 + ν)

[
∂v

∂y
+

1

2

(
∂w

∂y

)2

−

z
∂2w

∂y2

]
− Eα

(1− 2ν)
(θ − θ0) ; (7)

σzz =
Eν

(1 + ν)(1− 2ν)

[
∂u

∂x
+
∂v

∂y
+

(
∂w

∂x

)2

+

(
∂w

∂y

)2

−

z
∂2w

∂x2
− z ∂

2w

∂y2

]
+

E

(1 + ν)

[
1

2

(
∂w

∂x

)2

+

1

2

(
∂w

∂y

)2
]
− Eα

(1− 2ν)
(θ − θ0) ; (8)

σxy =
E

(1 + ν)

[
1

2

(
∂u

∂y
+
∂v

∂x
+
∂w

∂x

∂w

∂y

)
− z ∂

2w

∂x∂y

]
; (9)

σxz =
E

(1 + ν)

[
1

2
z
∂2w

∂x2
∂w

∂x
+

1

2
z
∂2w

∂x∂y

∂w

∂y
− 1

2

∂u

∂x

∂w

∂x
−

1

2

∂v

∂x

∂w

∂y

]
; (10)

σyz =
E

(1 + ν)

[
1

2
z
∂2w

∂y2
∂w

∂y
+

1

2
z
∂2w

∂x∂y

∂w

∂x
− 1

2

∂u

∂y

∂w

∂x
−

1

2

∂v

∂y

∂w

∂y

]
; (11)

It was assumed that the volume fractions, xA and xB , and
consequently all extensive properties, varied linearly in thick-
ness. Thus, a plate typical property P was expressed as:

P = xAPA + xBPB =
PA + PB

2
+
z(PB − PA)

h

= Pavg +
z

h
∆P ; (12)

where A and B are the two types of material used at the lower
and upper surfaces respectively.

The equations of motion in the absence of body forces had
the form:

σij,j = ρüi. (13)

In order to reduce spatial dimensions of Eq. (13), we inte-
grated both sides of each equation over the thickness. In this
way, we let the property variations emerge in the equations of
motion. This integration yielded:

∂Nxx
∂x

+
∂Nxy
∂y

+ σxz|h/2−h/2 = ρavgh
∂2u

∂t2
− h2∆ρ

12

∂3w

∂x∂t2
;

(14)

∂Nxy
∂x

+
∂Nyy
∂y

+ σyz|h/2−h/2 = ρavgh
∂2v

∂t2
− h2∆ρ

12

∂3w

∂y∂t2
;

(15)

∂Qx
∂x

+
∂Qy
∂y

+ σzz|h/2−h/2 = ρavgh
∂2w

∂t2
; (16)

where,

Nxx =

∫ h/2

−h/2
σxx dz; Nyy =

∫ h/2

−h/2
σyy dz;

Nxy =

∫ h/2

−h/2
σxy dz; Qx =

∫ h/2

−h/2
σxz dz;

Qy =

∫ h/2

−h/2
σyz dz; σzz|h/2−h/2 = q0 sin(ωt); (17)

and σxz|h/2−h/2 and σyz|h/2−h/2 can be found from Eqs. (10)
and (11). Nxx, Nyy, and Nxy were obtained by directly in-
tegrating Eqs. (6), (7), and (9). Thus, the equations of motion
in the x and y directions were given by:

Eavgh(1− ν)

(1 + ν)(1− 2ν)

∂2u

∂x2
+

Eavgh

2(1 + ν)(1− 2ν)

∂2v

∂x∂y
+

Eavgh

2(1 + ν)

∂2u

∂y2
+

Eavgh(3− 2ν)

2(1 + ν)(1− 2ν)

∂w

∂x

∂2w

∂x2
+

Eavgh

(1 + ν)(1− 2ν)

∂w

∂y

∂2w

∂x∂y
− ∆Eh2(1− ν)

12(1 + ν)(1− 2ν)
·(

∂3w

∂x3
+

∂3w

∂x∂y2

)
+

Eavgh

2(1 + ν)

∂w

∂x

∂2w

∂y2
−

1

1− 2ν

[
Eavgαavg

∂

∂x

∫ h/2

−h/2
(θ − θ0) dz +

(Eavg∆α+ αavg∆E)

h

∂

∂x

∫ h/2

−h/2
z(θ − θ0) dz +

∆E∆α

h2
∂

∂x

∫ h/2

−h/2
z2(θ − θ0) dz

]
=

ρavgh
∂2u

∂t2
− h2∆ρ

12

∂3w

∂x∂t2
; (18)

Eavgh(1− ν)

(1 + ν)(1− 2ν)

∂2v

∂y2
+

Eavgh

2(1 + ν)(1− 2ν)

∂2u

∂x∂y
+

Eavgh

2(1 + ν)

∂2v

∂x2
+

Eavgh(3− 2ν)

2(1 + ν)(1− 2ν)

∂w

∂y

∂2w

∂y2
+

Eavgh

(1 + ν)(1− 2ν)

∂w

∂x

∂2w

∂x∂y
− ∆Eh2(1− ν)

12(1 + ν)(1− 2ν)
·(

∂3w

∂y3
+

∂3w

∂y∂x2

)
+

Eavgh

2(1 + ν)

∂w

∂y

(∂2w

∂x2
−

1

1− 2ν

[
Eavgαavg

∂

∂y

∫ h/2

−h/2
(θ − θ0) dz +

(Eavg∆α+ αavg∆E)

h

∂

∂y

∫ h/2

−h/2
z(θ − θ0) dz +

∆E∆α

h2
∂

∂y

∫ h/2

−h/2
z2(θ − θ0) dz

]
=

ρavgh
∂2v

∂t2
− h2∆ρ

12

∂3w

∂y∂t2
. (19)
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However, in order to derive the equation of motion in the z
direction, Qx and Qy were obtained by multiplying the equa-
tions of motion in the x and y direction by z and integrating
them over the thickness. This yielded:

∂Mxx

∂x
+
∂Mxy

∂y
−Qx + (zσxz)|h/2−h/2 =

− h3

12
ρavg

∂3w

∂t2∂x
+
h2

12
∆ρ

∂2u

∂t2
; (20)

∂Mxy

∂x
+
∂Myy

∂y
−Qy + (zσyz)|h/2−h/2 =

− h3

12
ρavg

∂3w

∂t2∂y
+
h2

12
∆ρ

∂2u

∂t2
; (21)

where,

Mxx =

∫ h/2

−h/2
zσxx dz; Myy =

∫ h/2

−h/2
zσyy dz;

Mxy =

∫ h/2

−h/2
zσxy dz; (22)

and (zσxz)|h/2−h/2 and (zσyz)|h/2−h/2could be calculated from
Eqs. (10) and (11). Differentiating Eq. (20) with respect to
x and Eq. (21) with respect to y and substituting the resulting
∂Qx

∂x and ∂Qy

∂y together with the stress components in Eq. (16),
resulted in the equation of motion in the z direction, which was
expressed as:

h2∆E(1− ν)

12(1 + ν)(1− 2ν)

[
∂3u

∂y2∂x
+

∂3v

∂x2∂y
+
∂3u

∂x3
+
∂3v

∂y3

]
+

(2− 3ν)h2∆E

6(1 + ν)(1− 2ν)

[(
∂2w

∂x2

)2

+

(
∂2w

∂y2

)2

+
∂w

∂x

∂3w

∂x3
+

∂w

∂y

∂3w

∂y3
+
∂w

∂x

∂3w

∂y2∂x
+
∂w

∂y

∂3w

∂x2∂y

]
+

h2∆E(7− 10ν)

12(1 + ν)(1− 2ν)

(
∂2w

∂x∂y

)2

+
h2∆E

12(1 + ν)

∂2w

∂x2
∂2w

∂y2
−

Eavgh
3(1− ν)

12(1 + ν)(1− 2ν)
∇4w −

hEavg

(1 + ν)

(
∂2u

∂x2
∂w

∂x
+

∂u

∂x

∂2w

∂x2
+
∂2v

∂x2
∂w

∂y
+
∂v

∂x

∂2w

∂x∂y
+
∂2u

∂y2
∂w

∂x
+

∂u

∂y

∂2w

∂x∂y
+
∂v

∂y

∂2w

∂y2
+
∂2v

∂y2
∂w

∂y

)
+

h3

12
ρavg

∂4w

∂t2∂x2
− h2

12
∆ρ

∂3u

∂x∂t2
+
h3

12
ρavg

∂4w

∂t2∂y2
−

h2

12
∆ρ

∂3v

∂y∂t2
− 1

1− 2ν

[
Eavgαavg∇2

∫ h/2

−h/2
z(θ − θ0) dz +

(Eavg∆α+ αavg∆E)

h
∇2

∫ h/2

−h/2
z2(θ − θ0) dz +

∆E∆α

h2
∇2

∫ h/2

−h/2
z3(θ − θ0) dz

]
+ q0 sin(ωt) =

ρavgh
∂2w

∂t2
. (23)

As a result of reducing spatial dimensions of the equa-
tions of motion, these equations were changed into integro-

differential equations. By introducing the four following pa-
rameters, the equations could remain in differential form:

Nθ ≡
∫ h/2

−h/2
(θ − θ0) dz; Mθ ≡

∫ h/2

−h/2
z(θ − θ0) dz;

Pθ ≡
∫ h/2

−h/2
z2(θ − θ0) dz; Qθ ≡

∫ h/2

−h/2
z3(θ − θ0) dz.

(24)

To specify these four parameters together with displacement
components in the x, y, and z directions, seven independent
equations were needed. So far, three equations were derived,
and the other four were deduced from the energy equation.

The energy equation for a thermo-elastic continuous me-
dia experiencing small temperature changed in the presence
of heat generation:34

ρr +∇(k∇θ)− ρcθ̇ − βθoε̇mm = 0; (25)

where,

β = 3kα =
Eα

(1− 2ν)
. (26)

Equation (25) was also integrated over the thickness and
solved together with thermo-elasticity equations. However,
since we introduced four new thermal variables in Eq. (24), and
because we were interested in their dynamics, we still needed
three other equations for the closure of the problem. Thus, in
addition to mere integration, we multiplied Eq. (25) by z, z2,
and z3 and integrated over the thickness. As a result, by us-
ing Eqs. (1), (12), (24), and (25) and finite integration rules,
the four following equations were added to the equations of
motion:

ρavghr + kavg∇2Nθ +
∆k

h
∇2Mθ + kavg

∂θ

∂z

∣∣∣h/2
−h/2

+

∆k

h
z
∂θ

∂z

∣∣∣h/2
−h/2

− ρavgcavg
∂Nθ
∂t
−

(ρavg∆c+ cavg∆ρ)

h

∂Mθ

∂t
−

∆c∆ρ

h2
∂Pθ
∂t
− θ0h

(1− 2ν)

(
Eavgαavg +

∆Eδα

12

)
·(

∂2u

∂t∂x
+

∂2v

∂t∂y
+ 2

∂w

∂x

∂2w

∂t∂x
+ 2

∂w

∂y

∂2w

∂t∂y

)
+

θ0h
2

12(1− 2ν)
(Eavg∆α+ αavg∆E)

(
∂3w

∂t∂x2
+

∂3w

∂t∂y2

)
= 0;

(27)

h2∆ρr

12
+ kavg∇2Mθ +

∆k

h
∇2Pθ + kavgz

∂θ

∂z

∣∣∣h/2
−h/2

−

kavgθ|h/2−h/2 +
∆k

h

(
z2
∂θ

∂z

∣∣∣h/2
−h/2

− zθ|h/2−h/2 + hθ0 +Nθ

)
−

ρavgcavg
∂Mθ

∂t
−

(ρavg∆c+ cavg∆ρ)

h

∂Pθ
∂t
− ∆c∆ρ

h2
∂Qθ
∂t
−

θ0h
2

12(1− 2ν)
(Eavg∆α+ αavg∆E) ·(

∂2u

∂t∂x
+

∂2v

∂t∂y
+ 2

∂w

∂x

∂2w

∂t∂x
+ 2

∂w

∂y

∂2w

∂t∂y

)
+

θ0h
3

(1− 2ν)

(
Eavgαavg

12
+

∆E∆α

80

)(
∂3w

∂t∂x2
+

∂3w

∂t∂y2

)
= 0;

(28)
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h3ρavgr

12
+ kavg∇2Pθ +

∆k

h
∇2Qθ +

kavg

(
z2
∂θ

∂z

∣∣∣h/2
−h/2

− 2zθ|h/2−h/2 + 2hθ0 + 2Nθ

)
+

∆k

h

(
z3
∂θ

∂z

∣∣∣h/2
−h/2

− 2z2θ|h/2−h/2 + 4Mθ

)
− ρavgcavg

∂Pθ
∂t
−

(ρavg∆c+ cavg∆ρ)

h

∂Qθ
∂t
− ∆c∆ρ

h2
∂

∂t

∫ h/2

−h/2
z4θ dz −

θ0h
3

(1− 2ν)

(
Eavgαavg

12
+

∆E∆α

80

)
·(

∂2u

∂t∂x
+

∂2v

∂t∂y
+ 2

∂w

∂x

∂2w

∂t∂x
+ 2

∂w

∂y

∂2w

∂t∂y

)
+

θ0h
4

80(1− 2ν)
(Eavg∆α+ αavg∆E)

(
∂3w

∂t∂x2
+

∂3w

∂t∂y2

)
= 0;

(29)

h4∆ρr

80
+ kavg∇2Qθ +

∆k

h
∇2

∫ h/2

−h/2
z4θ dz +

kavg

(
z3
∂θ

∂z

∣∣∣h/2
−h/2

− 3z2θ|h/2−h/2 + 6Mθ

)
+

∆k

h

(
z4
∂θ

∂z

∣∣∣h/2
−h/2

− 3z3θ|h/2−h/2 + 9Pθ +
3

4
h3θ0

)
−

ρavgcavg
∂Qθ
∂t
−

(ρavg∆c+ cavg∆ρ)

h

∫ h/2

−h/2
z4θ dz −

∆c∆ρ

h2
∂

∂t

∫ h/2

−h/2
z5θ dz − θ0h

4

80(1− 2ν)
(Eavg∆α+ αavg∆E) ·(

∂2u

∂t∂x
+

∂2v

∂t∂y
+ 2

∂w

∂x

∂2w

∂t∂x
+ 2

∂w

∂y

∂2w

∂t∂y

)
+

θ0h
5

(1− 2ν)

(
Eavgαavg

80
+

∆E∆α

448

)(
∂3w

∂t∂x2
+

∂3w

∂t∂y2

)
= 0;

(30)

where,

∇2 ≡ ∂2

∂x2
+

∂2

∂y2
. (31)

On the basis of Galerkin’s single term approximation, the
dependent variables’ functionality of the independent variables
x, y, z, and t was assumed as:

u(x, y, t) = A(t) sin

(
2mπx

a

)
sin

(
2nπy

b

)
;

v(x, y, t) = B(t) sin

(
2mπx

a

)
sin

(
2nπy

b

)
;

w(x, y, t) = C(t) sin

(
2mπx

a

)
sin

(
2nπy

b

)
;

Nθ(x, y, t) = hθ0D(t) sin
(mπx

a

)
sin
(nπy

b

)
;

Mθ(x, y, t) = h2θ0E(t) sin
(mπx

a

)
sin
(nπy

b

)
;

Pθ(x, y, t) = h3θ0F (t) sin
(mπx

a

)
sin
(nπy

b

)
;

Qθ(x, y, t) = h4θ0G(t) sin
(mπx

a

)
sin
(nπy

b

)
;

θ(x, y, z, t)− θ0 = (θ∞− θ0)T (z, t) sin
(mπx

a

)
sin
(nπy

b

)
.

(32)

It should be noted that the assumed functions satisfied the
problem’s boundary conditions, which were simply supported
conditions for the displacement components and constant tem-
perature edges for the energy equation:

u = v = w =
∂2w

∂x2
= 0 & θ = θ0 at x = 0, a; (33)

u = v = w =
∂2w

∂y2
= 0 & θ = θ0 at y = 0, b. (34)

After substituting the above functions in the govern-
ing equations, Eqs. (18) and (19) were weighted by
sin
(
2mπx
a

)
sin
(
2nπy
b

)
and Eqs. (23), (27), (28), (29), and (30)

by sin
(
mπx
a

)
sin
(
nπy
b

)
. Subsequently, the resulting equations

were integrated over the plate’s surface and a system of seven
ordinary differential equations was achieved. These equations
were rendered dimensionless by introducing the following pa-
rameters:

x = x∗a; y = y∗b; z = z∗h; t =
2πt∗

ω
;

λ =
a

h
; u = u∗u0; v = v0v

∗; w = w∗w0;

θ − θ0 = (θ∞ − θ0)θ∗ = ∆θ0θ
∗; Nθ = hθ0N

∗
θ ;

Mθ = h2θ0M
∗
θ ; Pθ = h3θ0P

∗
θ ; Qθ = h4θ0Q

∗
θ;

Eavg = EBE
∗
avg; αavg = αBα

∗
avg; cavg = cAc

∗
avg;

kavg = kBk
∗
avg; ρavg = ρBρ

∗
avg;

∆E = EB∆E∗; ∆α = αB∆α∗; ∆c = cA∆c∗;

∆k = kB∆k∗; ∆ρ = ρB∆ρ∗. (35)

Each material property was non-dimensionalied, with its
maximum value belonging to either material type. Material A
was considered to be Aremco Macor machinable glass ceramic
and material B was considered to be AISI 1010 steel. The
values of the properties are given in Table 1 for both material
types.35

By letting m = n = 1 and a = b, the governing equations
for a square plate using a single term Galerkin’s approximation
was eventually derived as:

ω2ρ∗avgρBa
2(1 + ν)(1− 2ν)

16π2EB
Ä(t∗) +

E∗avg(3− 4ν)π2

2
A(t∗) = 0; (36)

ω2ρ∗avgρBa
2(1 + ν)(1− 2ν)

16π2EB
B̈(t∗) +

E∗avg(3− 4ν)π2

2
B(t∗) = 0; (37)

(11− 18ν)∆E∗π2

27a
C2(t∗)−

(1− ν)E∗avgπ
4

12λ
C(t∗) +

a(1 + ν)∆θ0αBπ
2

2

[
E∗avgα

∗
avgE(t∗) +(

E∗avg∆α∗ + α∗avg∆E∗
)
F (t∗) + ∆E∗∆α∗G(t∗)

]
+

q0aλ
2(1 + ν)(1− 2ν)

EB
sin(2πt∗) =

λω2ρ∗avgρBa
2(1 + ν)(1− 2ν)

16π2EB
C̈(t∗); (38)
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Table 1. Material Properties, A (Aremco Macor machinable glass ceramic),
B (AISI 1010 steel).

E (Pa) α (1/◦C) c (J/kg◦C) k (W/mK) ρ (kg/m3)
A 66.9×109 7.4×10−6 790 1.464 2520
B 205×109 12.2×10−6 448 49.8 7870

4ρBρ
∗
avgra

2

π2∆θ0kB
+

1

4

{
− 2π2k∗avgD(t)− 2π2∆k∗E(t) +

k∗avgλ
2 ∂T

∂z∗

∣∣∣1/2
−1/2

+ ∆k∗λ2z∗
∂T

∂z∗

∣∣∣1/2
−1/2

−

ρBcAωa
2

2πkB

[
ρ∗avgc

∗
avgḊ(t) +

(
ρ∗avg∆c∗ + c∗avg∆ρ∗

)
Ė(t) +

∆c∗∆ρ∗Ḟ (t)
]}
−

16EBαBω

9π(1− 2ν)kB

θ0
∆θ0

(
E∗avgα

∗
avg +

∆E∗∆α∗

12

)
C(t)Ċ(t)−

πaEBαBω

4(1− 2ν)kB

1

12λ

θ0
∆θ0

(
E∗avg∆α∗ + α∗avg∆E∗

)
Ċ(t) = 0;

(39)

ρB∆ρ∗ra2

3π2∆θ0kB
+

1

4

{
− 2π2k∗avgE(t)− 2π2∆k∗F (t) +

k∗avgλ
2z∗

∂T

∂z∗

∣∣∣1/2
−1/2

− k∗avgλ
2T |1/2−1/2 +

∆k∗λ2
(
z∗2

∂T

∂z∗

∣∣∣1/2
−1/2

− z∗T |1/2−1/2 +D(t)

)
−

ρBcAωa
2

2πkB

[
ρ∗avgc

∗
avgĖ(t) +

(
ρ∗avg∆c∗ + c∗avg∆ρ∗

)
Ḟ (t) +

∆c∗∆ρ∗Ġ(t)
]}
−

4EBαBω

27π(1− 2ν)kB

θ0
∆θ0

(
E∗avg∆α∗ + α∗avg∆E∗

)
C(t)Ċ(t)−

πaEBαBω

4(1− 2ν)kB

1

λ

θ0
∆θ0

(
E∗avgα

∗
avg

12
+

∆E∗∆α∗

80

)
Ċ(t) = 0;

(40)

ρBρ
∗
avgra

2

3π2∆θ0kB
+

1

4

{
− 2π2k∗avgF (t)− 2π2∆k∗G(t) +

k∗avgλ
2

(
z∗2

∂T

∂z∗

∣∣∣1/2
−1/2

− 2z∗T |1/2−1/2 + 2D(t)

)
+

∆k∗λ2
(
z∗3

∂T

∂z∗

∣∣∣1/2
−1/2

− 2z∗2T |1/2−1/2 + 4E(t)

)
−

ρBcAωa
2

2πkB

[
ρ∗avgc

∗
avgḞ (t) +

(
ρ∗avg∆c∗ + c∗avg∆ρ∗

)
Ġ(t) +

∆c∗∆ρ∗
∂

∂t∗

∫ 1/2

−1/2
z∗4T dz∗

]}
−

16EBαBω

9π(1− 2ν)kB

θ0
∆θ0

(
E∗avgα

∗
avg

12
+

∆E∗∆α∗

80

)
C(t)Ċ(t)−

πau0EBαBω

320(1− 2ν)kB

1

λ

θ0
∆θ0

(
E∗avg∆α∗ + α∗avg∆E∗

)
Ċ(t) = 0;

(41)

ρB∆ρ∗ra2

20π2∆θ0kB
+

1

4

{
− 2π2k∗avgG(t)− 2π2∆k∗

∫ 1/2

−1/2
z∗4T dz∗ +

k∗avgλ
2

(
z∗3

∂T

∂z∗

∣∣∣1/2
−1/2

− 3z∗2T |1/2−1/2 + 6E(t)

)
+

∆k∗λ2
(
z∗4

∂T

∂z∗

∣∣∣1/2
−1/2

− 3z∗3T |1/2−1/2 + 9F (t)

)
−

ρBcAωa
2

2πkB

[
ρ∗avgc

∗
avgĠ(t) +

(
ρ∗avg∆c∗ + c∗avg∆ρ∗

)
·

∂

∂t∗

∫ 1/2

−1/2
z∗4T dz∗ + ∆c∗∆ρ∗

∂

∂t∗

∫ 1/2

−1/2
z∗5T dz∗

]}
−

EBαBω

45π(1− 2ν)kB

θ0
∆θ0

(
E∗avg∆α∗ + α∗avg∆E∗

)
C(t)Ċ(t)−

πaEBαBω

4(1− 2ν)kB

1

λ

θ0
∆θ0

(
E∗avgα

∗
avg

80
+

∆E∗∆α∗

448

)
Ċ(t) = 0.

(42)

Due to the fact that besides temperature integrals, tempera-
ture also appeared in the governing equations. As such, a back-
stepping approach was devised in the programming process.
At each time step, dimensionless temperature T , which was
only a function of z∗, was approximated by a fifth order poly-
nomial. The coefficients of this polynomial were determined
by the four temperature integrals of the preceding step and con-
vection boundary conditions on lateral surfaces as follows:

D(t∗) =

∫ 1/2

−1/2
T (z∗, t∗) dz∗;

E(t∗) =

∫ 1/2

−1/2
z∗T (z∗, t∗) dz∗;

F (t∗) =

∫ 1/2

−1/2
z∗2T (z∗, t∗) dz∗;

G(t∗) =

∫ 1/2

−1/2
z∗3T (z∗, t∗) dz∗; (43)

kB
∂θ

∂z

∣∣∣
h/2

= H(θ∞ − θ|h/2)

= H(θ∞ − θ0 + θ0 − θ|h/2); (44)

kA
∂θ

∂z

∣∣∣
−h/2

= −H(θ∞ − θ|−h/2) =

= −H(θ∞ − θ0 + θ0 − θ|−h/2). (45)

Using the temperature distribution assumption in Eq. (32)
yields:

kB
∆θ0
h

∂T

∂z∗

∣∣∣
1/2

sin(mπx∗) sin(nπy∗) =

H∆θ0 −H∆θ0T |1/2 sin(mπx∗) sin(nπy∗); (46)

kA
∆θ0
h

∂T

∂z∗

∣∣∣
−1/2

sin(mπx∗) sin(nπy∗) =

−H∆θ0 +H∆θ0T |−1/2 sin(mπx∗) sin(nπy∗). (47)

Due to the fact that the convection boundary conditions were
point-wise, we satisfied them weakly by integrating over the
surfaces:

kB
∂T

∂z∗

∣∣∣
1/2

=
π2

4
hH − hHT |1/2; (48)

kA
∂T

∂z∗

∣∣∣
−1/2

= −π
2

4
hH + hHT |−1/2. (49)
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Figure 1. State variables for the base state (Lyapunov exponent =
0.2249).

Figure 2. FFT of state variables for the base state (Lyapunov exponent =
0.2249).

3. RESULTS

Equations (36) and (37), which express in-plane equations
of motion, are linear and completely decoupled from param-
eters C, D, E, F , and G. Therefore, they can be solved
separately. Solving Eqs. (38), (39), (40), (41), and (42) in-
volves primarily changing them into six first order differen-
tial equations. Afterwards, the solution in the time domain is
achieved by using the Runge-Kutta method of fourth order for
an 80 × 80 cm2 square plate with zero initial conditions for
all state variables. The time step is assumed to be 1/50 of the
period of applied force and integration is done along 500 pe-
riods. To detect chaos, the Lyapunov exponent is calculated

Figure 3. State variables for θ0 = 290 K, q0 = 10000 N/m2, r = 0 W/kg,
λ = 15, and ω = 1000 rad/s (Lyapunov exponent = −0.0179).

Figure 4. FFT of state variables for θ0 = 290 K, q0 = 10000 N/m2, r = 0
W/kg, λ = 15, and ω = 1000 rad/s (Lyapunov exponent = −0.0179).

for 20 initial points on each trajectory and then averaged as
below:36

λ(xi) =
1

n
ln

(
dn
d0

)
; (50)

λ =
1

N

N∑
i=1

λ(xi). (51)

If the sign λ is positive for a trajectory, it is said to be
chaotic. dn is the evolved distance between two point of a
trajectory, which were initially at the distance d0. It should
be noted that the distance d indicates the Euclidean norm in
six dimensional state space. Fast Fourier transform (FFT) of
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Table 2. Maximum lateral displacement, velocity, and average temperature
over the thickness and Lyapunov exponent when values of heat generation,
initial temperature, and lateral load change (base state: θambient = 300 K,
ω = 700 rad/s, and λ = 60. r = 0 W/kg, θ0 = 290 K, and q0 = 1×104).

δmax (m) Vmax (m/s) Tavg (K) LE
Base state 0.0233 0.1123 289.9816 0.2249

r = −100 W/kg 0.0233 0.1127 288.8077 0.2497
r = 100 W/kg 0.0233 0.1121 290.2341 0.2190
θ0 = 295 K 0.0233 0.1124 294.8742 0.1380
θ0 = 285 K 0.0233 0.1123 285.0853 0.2764

q0 = 5×103 N/m2 0.0174 0.0912 290.0027 0.1889
q0 = 2×103 N/m2 0.0120 0.0669 290.0725 0.2369

Table 3. Maximum lateral displacement, velocity, and average temperature
over the thickness and Lyapunov exponent when frequency and side length to
thickness ratio change (base state: θambient = 300 K, ω = 700 rad/s, and
λ = 60. r = 0 W/kg, θ0 = 290 K, and q0 = 1×104).

δmax (m) Vmax (m/s) Tavg (K) LE
Base state 0.0233 0.1123 289.9816 0.2249

ω = 900 rad/s 0.0042 0.0222 290.0487 0.0323
ω = 1100 rad/s 0.0021 0.0100 290.0616 0.0213
ω = 1300 rad/s 0.0014 0.0060 290.0370 -0.0128

λ = 40 0.011 0.0080 290.0632 -0.0227
λ = 80 0.0091 0.0422 289.9619 0.0674
λ = 100 0.00112 0.0368 289.9171 0.0814

the solution time series, which depicts the existing frequen-
cies, can also be an intuitive verification to decide whether a
trajectory is chaotic or not.

To investigate the conditions resulting in chaos, θ0, q0, r, λ,
and ω are treated as control parameters and changed in certain
ranges. For different values of these parameters, the Lyapunov
exponent, maximum lateral deflection, maximum lateral veloc-
ity, and average temperature over the thickness are listed in Ta-
bles 2 and 3. Figures 1, 2, 3, and 4 show the state variables and
their FFT’s for two cases, where the Lyapunov exponent has
opposite signs. For the purpose of comparison, the problem is
also solved when plate is homogeneously made of steel or ce-
ramic. Table 4 and Fig. 5 illustrate the differences between the
thermal and mechanical responses of the homogeneous plates
versus the functionally graded plates.

4. CONCLUSIONS

In this paper, the governing equations for thermo-
mechanically coupled nonlinear vibrations of a rectangular
FGM plate are derived. Using the Galerkin approximation, the
equations are changed into ordinary differential equations and
solved numerically. The Lyapunov exponent is used as a cri-
terion to recognize chaos and has been computed for various
values of control parameters.

According to the results, the Lyapunov exponent is sensitive
to the parameters θ0, q0, r, λ, and ω. However, among all the
mentioned parameters, only λ and ω can cause drastic change
in the Lyapunov exponent, especially in its sign. Therefore, the
geometry of trajectories in state space is strongly characterized
by these two parameters and the response can be chaotic for
certain values of them, as listed in Table 3.

Table 4 and Fig. 5 show that the dynamical behavior of a
functionally graded plate does not necessarily intermediate ce-
ramic and steel plates, since many new terms emerge in the
FGM governing equations through integration over the thick-
ness due to non-homogeneity. This highlights the modeling
and analysis of FGM bodies in separate contexts.

Table 4. Maximum lateral displacement, velocity, and average temperature
over the thickness and Lyapunov exponent for a plate homogenously made of
steel or ceramic versus FGM (θambient = 300 K, ω = 1000 rad/s, and λ = 80.
r = 0 W/kg, θ0 = 290 K, and q0 = 1×104).

Material A (Ceramic) FGM Material B (Steel)
Vmax (m/s) 0.0275 0.0140 0.0088
Tavg (K) 290.1004 290.0365 290.0657

LE 0.0423 -0.0664 0.0172

Figure 5. Temperature distribution in thickness for FGM, homogenous steel
and ceramic plates (θambient = 300 K, ω = 1000 rad/s, and λ = 80. r =
0 W/kg, θ0 = 290 K, and q0 = 1×104).
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This paper derives a spatial domain wave propagation solution of a cylindrical shell that contains periodically
spaced ring stiffeners. Previous work in this area has modeled the stiffeners as having a very short or very long
length. This paper models the stiffeners as finite length inclusions with forces that have spatial extent in three-
dimensions. Furthermore, there is a well-defined separation distance between each stiffener. The new model uses
Donnell shell equations with the stiffener forces applied in three-dimensions using Heaviside step functions. These
equations of motion are orthogonalized in both the angular and longitudinal directions, resulting in a double fixed
index matrix equation. These indices can be varied, which yields a set of double indexed matrix equations that
are written together as a single global matrix. This global matrix can be solved, which results in a solution to the
system displacements. Two specific external loading cases are investigated and convergence criteria are discussed.
One of the models is verified with a comparison to finite element analysis.

1. INTRODUCTION

Reinforced shells were used in a variety of applications.
They can be found in undersea vehicles, industrial pipes, hy-
draulic lines, and marine piers. Reinforcement was typically
added to these structures as a method to increase stiffness with-
out adding significant mass. Adding reinforcement changes
the structural response of almost any system, and the forces
that are introduced by the reinforcement need to be included
in an analytical or numerical model that predicts the corre-
sponding response. Unreinforced isotropic thin cylindrical
shell models have existed in the literature for a long time and
can be found in textbooks on acoustics and applied mechan-
ics.1, 2 Isotropic thick shell cylindrical shells models were also
derived for shells without reinforcement.3 Shell models were
extended to include transversely isotropic behavior4 and gen-
eral orthotropic behavior.5

The inclusion of ring stiffeners in the cylinder increased
the stiffness in all three cylindrical directions and changed the
character of the infinite cylinder response from a (purely prop-
agating) single longitudinal term expression to a (partially re-
flective) multi-longitudinal term expression due to the forces of
the stiffeners interacting with the wave motion. Historically,
research in this area has been divided into two separate ap-
proaches: (1) where the length of the stiffener was very short
compared to the periodicity of the stiffeners or (2) where the
length of the stiffener was relatively long compared its period-
icity. Work in the first area (i.e. short stiffeners) was abundant,
and various systems were analyzed. Free wave propagation

of periodically ring stiffened shells has been studied using fi-
nite element analysis6 applied to various different ring geome-
tries that all had relatively small spatial extent and to determine
natural frequencies and modes shapes of ring-stiffened shells.7

The free vibration analysis of cylindrical shells with ring stiff-
eners that had non-uniform eccentricity and unequal spacing
were investigated using a Ritz analytical method, experimental
testing, and finite element analysis,8 where the stiffeners had a
relatively small spatial extent.

A Laplace transfer numerical method to analyze ring stiff-
ened circular thin shells was developed,9 where the spatial di-
mensions of the rings were small and the structure was loaded
with a transient pressure load. The problem of acoustic radia-
tion from fluid-loaded, ring-supported thin shells subjected to
a point forces has been solved10 in the wavenumber domain. In
this paper, both single and double periodic ring supports were
considered. The theory of vibrations of a cylinder reinforced
by periodically spaced circular T-section ribs along its length
has been derived.11 A method for obtaining the propagation
constants of a thin uniform periodically stiffened cylindrical
shells with an emphasis on the stop and pass bands of free
wave motion has been developed.12

Work in the second area (i.e. long stiffeners) generally
used wave propagation approaches to model finite length ring-
stiffened cylindrical shells by assuming that the structure be-
haves as an orthotropic shell, a method that is sometimes re-
ferred to as ”smearing”. This was studied for initial hydro-
static pressure using Flugge equations of motion13 and for fi-
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nite length structures with arbitrary boundary conditions with
an axial factor term analysis.14 The effects of energy reflec-
tions off of the stiffener edges were absent in these two papers,
although these models captured the majority of the wave prop-
agation features of such a system.

This paper derived a spatial domain wave propagation so-
lution for the problem of a cylindrical shell with periodically
spaced ring stiffeners that had a significant spatial extent and
significant separation. This model was designed to bridge the
gap between previous models, where the stiffeners were mod-
eled as extremely short or extremely long. The problem be-
gan with the Donnell shell equations of motion written with
the stiffener forces applied in three-dimensions using Heavi-
side step functions. The shell displacements were written as
double summations of an unknown wave propagation coeffi-
cient multiplied by an indexed circumferential term multiplied
by an indexed longitudinal term. The displacement terms were
inserted into the differential equations of motion and the Heav-
iside functions were approximated by a Fourier series. These
algebraic equations were then orthogonalized in two spatial di-
mensions, which resulted in a matrix equation that was depen-
dent on two fixed indices: one an angular index and the other
a longitudinal index. By using a finite number of these in-
dices, the fixed index matrix equations were assembled into
a global matrix equation, which resulted in a solution to the
wave propagation coefficients. By using these coefficients, the
displacement field of the shell could be calculated. This prob-
lem was investigated for two external forcing conditions: one
a ring load and the other a plane wave load. The ring load was
verified by comparing the results to a solution generated us-
ing finite element theory. Convergence criteria were discussed
and the energy distribution of the different mode numbers was
investigated.

2. SYSTEM MODEL AND DECOUPLED
SOLUTION

The system model was that of a cylinder containing a radial
stiffener of finite length, as shown in Figs. 1 and 2. This prob-
lem was analytically modeled by assuming the cylinder was
governed with a dynamic formulation of Donnell shell equa-
tions and the stiffener was modeled as a spatially distributed
translational spring in the longitudinal, circumferential, and ra-
dial directions. The model used the following assumptions: (1)
the cylinder had infinite spatial extent in the axial direction,
(2) the displacements in the cylinder were three-dimensional
and linear, (3) the displacement field was constant across the
thickness of the shell, (4) the stiffeners were periodic, and (5)
the stiffener exerted forces in the longitudinal, circumferential,
and radial directions on the cylinder that were proportional to
the longitudinal, circumferential, and radial displacements of
the cylinder, respectively.

The motion of the cylinder with ring stiffeners was governed
by the equation of motion in the longitudinal direction written

Figure 1. Isometric view of the cylinder with ring stiffeners.

Figure 2. Side view of the cylinder with ring stiffeners.

as:

ρh
∂2u(z, θ, t)

∂t2
− ρhc2p
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∂z

=
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ab
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in the tangential direction written as:

−
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and in the radial direction written as:

νρhc2p
a

∂u(z, θ, t)

∂z
+
ρhc2p
a2

∂v(z, θ, t)

∂θ
+

ρhc2p
a2

w(z, θ, t) +
ρh3c2p
12

∂4w(z, θ, t)

∂z4
+

ρh3c2p
6a2

∂4w(z, θ, t)

∂z2∂θ2
+

ρh3c2p
12a4

∂4w(z, θ, t)

∂θ4
+ ρh

∂2w(z, θ, t)

∂t2

= pa(z, θ, t)+

Kr

ab
w(z, θ, t)

n=+∞∑
n=−∞

[H(z − nL)−H(z − b− nL)] ; (3)

where z was the axial direction, θ was the circumferential di-
rection, t was time, u(z, θ, t) was the longitudinal displace-
ment, v(z, θ, t) was the tangential displacement, w(z, θ, t) was
the radial displacement, a was the radius of the shell, ν was
Poisson’s ratio of the shell, ρ was the density of the shell, h
was the thickness of the shell, pa(z, θ, t) was the external ra-
dial load on the shell, Kz as the longitudinal stiffness of the
ring stiffener, Kt was the circumferential stiffness of the ring
stiffener, Kr as the radial stiffness of the ring stiffener, b was
the length of the ring stiffener, H(·) was the Heaviside step
function, and cp was the plate wave speed, which was given
by:

cp =

√
E

ρ(1− ν2)
. (4)

The shell displacements were then written as double sum-
mations in the form:

u(z, θ, t)

=

m=+∞∑
m=−∞

q=+∞∑
q=0

Umq cos(qθ) exp(ikmz) exp(−iωt); (5)

v(z, θ, t)

=

m=+∞∑
m=−∞

q=+∞∑
q=0

Vmq sin(qθ) exp(ikmz) exp(−iωt); (6)

and

w(z, θ, t)

=

m=+∞∑
m=−∞

q=+∞∑
q=0

Wmq cos(qθ) exp(ikmz) exp(−iωt); (7)

where i was the square root of -1, ω was the frequency, Umq ,
Vmq , and Wmq were unknown longitudinal, tangential, and
radial wave propagation coefficients respectively, whose so-
lutions were sought, and km was the indexed longitudinal
wavenumber, which was expressed as:

km = k +
2πm

L
; (8)

where k was the wavenumber of excitation and L was the peri-
odic spacing of the ring stiffeners. For the problems solved in
this paper, the excitation was a ring load at definite wavenum-
ber and frequency written as:

pa(z, θ, t) = Pa exp(ikz) exp(−iωt); (9)

or a broad side plane wave at definite speed and frequency writ-
ten as:

pa(z, θ, t) = Pa

[
n=+∞∑
n=0

inεnJn

(ωa
c

)
cos(nθ)

]
exp(−iωt);

(10)
where Pa was the magnitude of the applied pressure excitation,
εn was the Newmann factor ( εn = 1 for n = 0; εn = 2 for
n > 0), J was an ordinary nth order Bessel function of the first
kind, and c was the propagation speed of the plane wave. At
this point, the exponential with respect to time was suppressed
in all of the equations. The insertion of Eqs. (5) to (9) into
Eqs. (1) to (3) yielded:
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2
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2
+
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2
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]
×

Vmq sin(qθ) exp(ikmz)+
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ρhc2p q
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m=+∞∑
m=−∞

q=+∞∑
q=0

Vmq sin(qθ) exp(ikmz)×

n=+∞∑
n=−∞

[H(z − nL)−H(z − b− nL)] ; (12)
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and

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2pν i km

a

]
Umq cos(qθ) exp(ikmz)+

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2p q

a2

]
Vmq cos(qθ) exp(ikmz)+

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2p
a2

+
ρh3c2pk

4
m

12
+
ρh3c2pk

2
mq

2

6a2
+

ρh3c2pq
4

12a4
− ρhω2

]
Wmq cos(qθ) exp(ikmz)

= Pa exp(ikz)+
Kr

ab

m=+∞∑
m=−∞

q=+∞∑
q=0

Wmq cos(qθ) exp(ikmz)×

n=+∞∑
n=−∞

[H(z − nL)−H(z − b− nL)] . (13)

The Heaviside step function summation was then written us-
ing a Fourier series as:

n=+∞∑
n=−∞

[H(z − nL)−H(z − b− nL)]

= −
n=+∞∑
n=−∞

dn exp

(
i2πnz

L

)
; (14)

where

dn =

{
1−exp(−i2πnb/L)

i2πn n 6= 0
b
L n = 0.

(15)

Equation. (14) was inserted into Eqs. (11), (12), and (13),
which yielded:

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2pk

2
m +

ρhc2p(1− ν)q2

2a2
− ρhω2

]
×

Umq cos(qθ) exp(ikmz)+

m=+∞∑
m=−∞

q=+∞∑
q=0

[
−ρhc2p(1 + ν) i kmq

2a

]
×

Vmq cos(qθ) exp(ikmz)+

m=+∞∑
m=−∞

q=+∞∑
q=0

[
−ρhc2pν i km

a

]
Wmq cos(qθ) exp(ikmz)

=
−Kz

ab

m=+∞∑
m=−∞

q=+∞∑
q=0

Umq cos(qθ) exp(ikmz) ×

n=+∞∑
n=−∞

dn exp

(
i2πnz

L

)
; (16)

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2p(1 + ν) i kmq

2a

]
×

Umq sin(qθ) exp(ikmz)+

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2p(1− ν)k2m

2
+
ρhc2pq

2

a2
− ρhω2

]
×

Vmq sin(qθ) exp(ikmz)+

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2p q

a2

]
Wmq sin(qθ) exp(ikmz)

=
−Kt

ab

m=+∞∑
m=−∞

q=+∞∑
q=0

Vmq sin(qθ) exp(ikmz)×

n=+∞∑
n=−∞

dn exp

(
i2πnz

L

)
; (17)

and

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2pν i km

a

]
Umq cos(qθ) exp(ikmz)+

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2p q

a2

]
Vmq cos(qθ) exp(ikmz)+

m=+∞∑
m=−∞

q=+∞∑
q=0

[
ρhc2p
a2

+
ρh3c2pk

4
m

12
+
ρh3c2pk

2
mq

2

6a2
+

ρh3c2pq
4

12a4
− ρhω2

]
Wmq cos(qθ) exp(ikmz)

= Pa exp(ikz)−
Kr

ab

m=+∞∑
m=−∞

q=+∞∑
q=0

Wmq cos(qθ) exp(ikmz)×

n=+∞∑
n=−∞

dn exp

(
i2πnz

L

)
. (18)

The last term in Eqs. (16), (17), and (18) were rewritten us-
ing the relationships:

m=+∞∑
m=−∞

q=+∞∑
q=0

Umq cos(qθ) exp(ikmz)×

n=+∞∑
n=−∞

dn exp

(
i2πnz

L

)

=

q=+∞∑
q=0

{
n=+∞∑
n=−∞

m=+∞∑
m=−∞

Unqdm−n exp(ikmz)

}
cos(qθ) ;

(19)
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m=+∞∑
m=−∞

q=+∞∑
q=0

Vmq sin(qθ) exp(ikmz)×

n=+∞∑
n=−∞

dn exp

(
i2πnz

L

)

=

q=+∞∑
q=0

{
n=+∞∑
n=−∞

m=+∞∑
m=−∞

Vnqdm−n exp(ikmz)

}
sin(qθ) ;

(20)

and

m=+∞∑
m=−∞

q=+∞∑
q=0

Wmq cos(qθ) exp(ikmz)×

n=+∞∑
n=−∞

dn exp

(
i2πnz

L

)

=

q=+∞∑
q=0

{
n=+∞∑
n=−∞

m=+∞∑
m=−∞

Wnqdm−n exp(ikmz)

}
cos(qθ) .

(21)

Equations (16) and (18) were then multiplied
by exp(−iksz) cos(tθ), Eq. (17) was multiplied by
exp(−iksz) sin(tθ), and these resulting expressions were
integrated on the intervals [0, 2π] on θ and [0, L] on z.
Because these functions were orthogonal on their respective
domains, the equations decouple into sets of st-indexed
equations. Each one was individually written as:[

ρhc2pk
2
s +

ρhc2p(1− ν)t2

2a2
− ρhω2

]
Ust+[

−ρhc2p(1 + ν) i kst

2a

]
Vst +

[
−ρhc2pν i ks

a

]
Wst

=
−Kz

ab

n=+∞∑
n=−∞

ds−nUnt ; (22)

[
ρhc2p(1 + ν)i kst

2a

]
Ust+[

ρhc2p(1− ν)k2s
2

+
ρhc2pt

2

a2
− ρhω2

]
Vst +

[
ρhc2pt

a2

]
Wst

=
−Kt

ab

n=+∞∑
n=−∞

ds−nVnt ; (23)

and[
ρhc2pν iks

a

]
Ust +

[
ρhc2pt

a2

]
Vst+[

ρhc2p
a2

+
ρh3c2pk

4
s

12
+
ρh3c2pk

2
st

2

6a2
+
ρh3c2pt

4

12a4
− ρhω2

]
Wst

=
−Kr

ab

n=+∞∑
n=−∞

ds−nWnt +

{
Pa s = t = 0

0 otherwise.
(24)

This equation were written in matrix form as:

A(s, t)xst =
−Kz

ab

n=+∞∑
n=−∞

Zs−nxnt+

−Kr

ab

n=+∞∑
n=−∞

Ts−nxnt+

−Kr

ab

n=+∞∑
n=−∞

Rs−nxnt +

{
f s = t = 0

0 otherwise.
(25)

The entries of the matrices and vectors in Eq. (25) are listed in
the Appendix. The left-hand side of this equation represents
the dynamics of the shell and the right-hand side represents
the dynamics of the ring stiffeners acting on the shell and the
external load applied to the shell. At this point, all of the ax-
ial (s) and radial (t) modes could be combined into a single
global matrix and a solution to the wave propagation coeffi-
cients could be calculated. However, because the radial modes
individually decoupled, it was numerically more efficient to
solve each radial mode equation separately and then combine
their individual solutions using Eqs. (5), (6), and (7). Eqa-
tion (25) was written for all values of s and any single value of
t and combined into the matrix equation:

Â x̂ =
−Kz

ab
Ẑ x̂− Kt

ab
T̂ x̂− Kr

ab
R̂ x̂+ f̂ . (26)

In Eq. (26), using five s terms (−2 ≤ s ≤ 2) and any sin-
gle t term, Â was a block diagonal matrix that contained the
dynamics of the tth radial mode of the shell and was written
as:

Â =


A(−2, t) 0 0 0 0

0 A(−1, t) 0 0 0

0 0 A(0, t) 0 0

0 0 0 A(1, t) 0

0 0 0 0 A(2, t)

 ;

(27)
Ẑ was a rank deficient block partitioned matrix that repre-
sented the stiffener forces acting in the longitudinal direction
on the shell and was written as:

Ẑ =


Z0 Z−1 Z−2 Z−3 Z−4
Z1 Z0 Z−1 Z−2 Z−3
Z2 Z1 Z0 Z−1 Z−2
Z3 Z2 Z1 Z0 Z−1
Z4 Z3 Z2 Z1 Z0

 ; (28)

T̂ was a rank deficient block partitioned matrix that repre-
sented the stiffener forces acting in the tangential direction on
the shell and was written as:

T̂ =


T0 T−1 T−2 T−3 T−4
T1 T0 T−1 T−2 T−3
T2 T1 T0 T−1 T−2
T3 T2 T1 T0 T−1
T4 T3 T2 T1 T0

 ; (29)
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R̂ was a rank deficient block partitioned matrix that repre-
sented the stiffener forces acting in the radial direction on the
shell and was written as:

R̂ =


R0 R−1 R−2 R−3 R−4
R1 R0 R−1 R−2 R−3
R2 R1 R0 R−1 R−2
R3 R2 R1 R0 R−1
R4 R3 R2 R1 R0

 ; (30)

f̂ was the vector for the ring load that contained the system
excitation and was equal to:

f̂ = { 0T 0T fT 0T 0T }T; (31)

x̂ was the vector of unknown wave propagation coefficients
and was written as:

x̂ = { xT
−2,t xT

−1,t xT
0,t xT

1,t xT
2,t }T; (32)

where,
xst = { Ust Vst Wst }T. (33)

The three stiffness matrices from the ring stiffener could be
combined into a single matrix, however, they were kept sepa-
rate to facilitate an understanding of the dynamics of the sys-
tem. Note from Eq. (26) that the ring stiffener’s forces coupled
the axial modes of the shell together and did not respond inde-
pendently, like they would have if the shell had been unstiff-
ened. The solution to the t indexed wave propagation coeffi-
cients in Eq. (26) were found by:

x̂ =

[
Â+

Kz

ab
Ẑ +

Kt

ab
T̂ +

Kr

ab
R̂

]−1
f̂ . (34)

These were then inserted back into Eqs. (5), (6), and (7) to
yield the displacement field of the shell at any location. The
dispersion curves of the system were calculated using:

det

[
Â+

Kz

ab
Ẑ +

Kt

ab
T̂ +

Kr

ab
R̂

]
= 0; (35)

Although the curves generated in the wavenumber-frequency
space were typically too modally dense to fully understand the
behavior of the free waves.

3. MODEL VERIFICATION AND
CONVERGENCE CRITERIA

The model that was developed in Sections 2 was validated
by comparing it to finite element analysis. In this exam-
ple problem, the following cylinder parameters were used:
Young’s modulusE = 1×107 Nm-2, Poisson’s ratio ν = 0.48,
density ρ = 1200 kgm-3, radius a = 0.1 m, and thickness
h = 0.001 m. Additionally, the following stiffener properties
were used: periodicity L = 5 m, length b = 0.5 m, axial spring
constant Kz = 1.59 × 105 Nm-1, and radial spring constant
Kr = 1.59 × 105 Nm-1. The following loading parameters
were used: axial wavenumber k = 0 and the magnitude of the

applied pressure Pa = 1 Nm-2. Figures 3 and 4 were the radial
displacement and the longitudinal displacement of the shell at
(top) 30 Hz, (middle) 60 Hz, and (bottom) 90 Hz versus spatial
position. In these plots, the solid line was the analytical model
created using 201 axial terms (max |n| = 100) and one radial
term (q = 0) and the circular markers were the finite element
models that used discrete springs to model the stiffener forces.
The finite element results were produced using the COMSOL
Multiphysics finite element program. This model consisted of
an axisymmetric shell with a set of linear translational springs
attached to the area between z = 0 and z = b = 0.5 m to
mimic the behavior of the stiffener. This approach reduced the
number of necessary degrees of freedom and allowed for an
examination of the effect of mismatch between the spring and
shell stiffness without the inclusion of inertial effects of the
stiffener. The finite element model consisted of 20001 nodes,
20000 elastic axisymmetric continuum elements, 2000 trans-
lational springs in the radial direction, and 2000 translational
springs in the longitudinal direction. By enforcing user de-
fined pointwise constraints, the model was nodally constrained
so that the behavior would be periodic on the interval [0, L].
The constraint expression between the terminal [0, L] nodes
was one of Floquet type periodicity, wherein the wavenumber
relating their translational degrees of freedom was that of the
applied excitation. There was no rotational spring constant, as
the model was axisymmetric and the displacements in the an-
gular direction were zero. A single radial term was sufficient to
model the dynamics for this case because the excitation was a
ring load. The displacement differences between the two mod-
els were almost zero at all longitudinal locations.

Convergence of the summations listed in Eqs. (5) to (7) was
an open issue, as the rate of convergence was dependent on
many of the model parameters. However, for the modeled
system presented in this paper, several generalized statements
could be made. The number of terms needed for convergence
was directly related to the mismatch between the stiffness of
the shell and the stiffness of the stiffeners. If the stiffeners
were not present, then only a single term (the n = 0 and q = 0

term) was needed for the series to converge to the proper solu-
tion (for a ring load). The influence of the mismatch between
the cylinder stiffness and the stiffener stiffness could be studied
with respect to the convergence of the solution. Figure 5 was a
plot of the radial displacement convergence of the system ver-
sus number of terms and frequency for stiffener constants of
(a) Kz = Kr = 1× 104 Nm-1, (b) Kz = Kr = 1× 105 Nm-1,
and (c) Kz = Kr = 1 × 106 Nm-1. This convergence metric
was calculated using the equation:

C(N, f) = 20 log10

 1

J

J∑
j=1

∣∣∣∣WC(xj)−WN (xj)

WC(xj)

∣∣∣∣
 ;

(36)
where WC(xj) was the radial displacement calculated using
401 axial terms for each series (max |n| = 200) and a sin-
gle radial term (q = 0), WN (xj) was the radial displacement
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Figure 3. Radial displacement of the shell at (a) 30 Hz, (b) 60 Hz and (c) 90 Hz
versus longitudinal location. The solid line is the analytical model and the
circular markers are the finite element model with discrete springs modeling
the stiffener. The dashed line x = b = 0.5 m denotes the location of the end
of the stiffener.

calculated using 2N + 1 terms for each series, xj was the lo-
cation of the jth calculation, J was equal to 15, and the spatial
locations were equally spaced from 0 to L. The region in white
was -40 dB (or lower), which corresponded to a one percent (or
less) normalized difference between the two solutions. As the
ring stiffeners became stiffer, more terms were needed for the
series to converge. It was useful to generate a plot similar to
Fig. 5 in order to understand the decay of energy in the higher
order terms and ensure convergence for any set of parameters
that were to be modeled.

4. EXAMPLE PROBLEM USING
AN INCIDENT PLANE WAVE LOAD

An example problem of system response to an incident plane
wave load was then investigated. The cylinder parameters from
Section 3 were used to calculate the displacement fields. For a
plane wave load, the vector f̂ in Eq. (26) was equal to:

f̂ = { 0T 0T fTt 0T 0T }T; (37)

The entries of the vector in Eq. (37) are listed in the Appendix.
The wave speed of the plane wave load was 343 ms-1 and the

Figure 4. Longitudinal displacement of the shell at (a) 30 Hz, (b) 60 Hz and
(c) 90 Hz versus longitudinal location. The solid line is the analytical model
and the circular markers are the finite element model with discrete springs
modeling the stiffener. The dashed line x = b = 0.5 m denotes the location
of the end of the stiffener.

frequency of excitation is 60 Hz. Fig. 6 is a plot of the cylinder
displacement in the (a) longitudinal direction, (b) the tangen-
tial direction, and (c) the radial direction versus spatial loca-
tion z and angle θ using stiffness constants of the spacer pa-
rameters in Section 3, as this corresponded to a relatively soft
elastomeric stiffener. The scale of the plot was in dB ref m.
Figure 7 is a plot of the cylinder displacement in the (a) longi-
tudinal direction, (b) the tangential direction, and (c) the radial
direction versus spatial location z and angle θ using stiffness
constants of Kz = 2.46 × 105 Nm-1, Kt = 4.33 × 105 Nm-1,
and Kr = 6.28 × 105 Nm-1, which were derived from spacer
properties of ES = 1.00× 108 Nm-2, GS = 3.45× 107 Nm-2,
and aS = 0.0980 m, AS = 0.0012 m2, Iθ = 1.18× 10−5 m4,
and IZ = 5.91× 10−6 m4, using the approximations:

Kz ≈
AsEs
b

; (38)

Kt ≈
GsIθ
a3s

; (39)

and

Kr ≈
EsIz
a3s

. (40)
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Figure 5. Convergence of the radial displacement versus total number of sum-
mation terms in each series and frequency for cylinder with periodic ring stiff-
eners expressed in a decibel scale. The stiffener constants used in the model
were (a) Kz = Kr = 1 × 104 Nm-1, (b) Kz = Kr = 1 × 105 Nm-1, and
(c) Kz = Kr = 1× 106 Nm-1.

These values corresponded to a relatively hard elastomeric
stiffener. The scale of the plot was in dB ref m. A comparison
of Figs. 6 and 7 shows that as the stiffener value increased,
the displacements had more spatial variation. Additionally,
the effect of the hard stiffener was clearly discernable from
0 to 2.0 m in the displacement fields in Fig. 7, whereas it was
less observable for the case of the soft stiffener. Figure 8 is a
plot of the normalized magnitude of the (a) longitudinal coef-
ficients, (b) tangential coefficients, and (c) radial coefficients
versus longitudinal index s and tangential index t for the soft
stiffener. Figure 9 is a plot of the normalized magnitude of the
(a) longitudinal coefficients, (b) tangential coefficients, and (c)
radial coefficients versus longitudinal index s and tangential
index t for the hard stiffener. Because both of these plots were
normalized, their scales were in dB. These plots were included
so that the individual mode contributions could be discerned.
Note that the higher order modes for the system with the hard
stiffener had more energy than the system with the soft stiff-
ener. Numerical simulations suggested that when the values of
the higher order modes were approximately 80 dB below the
value of the maximum mode, the displacement summations
converged. One final note was that if the external load was

Figure 6. Displacement of the shell in the (a) longitudinal direction, (b) tan-
gential direction and (c) radial direction modeled with a soft stiffener at 60 Hz
versus longitudinal location and angular location. The scale of the plot is in
dB ref m.

some form other than a normal ring load or plane wave, then
its analytical form had to be transformed into a series solution
and inserted into the right hand side of Eq. (22) for longitudi-
nal excitation, Eq. (23) for tangential excitation, and Eq. (24)
for radial excitation.

5. CONCLUSIONS

This paper has derived a model of an infinite length cylin-
drical shell with finite length and periodically spaced ring stiff-
eners. Using a dynamic formulation of the Donnell shell equa-
tions, the stiffener effects are included as forces on the right
hand side of the longitudinal, tangential, and radial equations
of motion using Heaviside step functions. The displacements
are then written as double summations with unknown coeffi-
cients multiplied by a tangential and a longitudinal function.
These are inserted into the equations of motion and the Heav-
iside functions are replaced with their Fourier series represen-
tations. These equations are then orthogonalized on both the
angular and longitudinal domains, resulting in sets of algebraic
double indexed equations. These equations are assembled into
a global matrix equation and the result is a solution to the dis-
placement fields. Two example problems are included and dis-
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Figure 7. Displacement of the shell in the (a) longitudinal direction, (b) tan-
gential direction and (c) radial direction modeled with a hard stiffener at 60 Hz
versus longitudinal location and angular location. The scale of the plot is in
dB ref m.

cussed: the system subjected to a ring load and the system sub-
jected to a plane wave. The ring load example is verified with
finite element results. The problem of varying the stiffness of
the stiffeners is studied and the corresponding changes in the
shell displacements are examined. Finally, the modal distribu-
tion of the displacement field and convergence of the double
summations is discussed.
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APPENDIX — MATRIX AND VECTOR
ENTRIES

The entries of the matrices and vectors in the text are listed
below. The entries of A(s, t) in Eq. (25) are

a1,1 = ρhω2 − ρhc2pk2s −
ρhc2p(1− ν)t2

2a2
; (A.1)

a1,2 =
−ρhc2p(1 + ν)kst

2a
; (A.2)

a1,3 =
ρhc2pν iks

a
; (A.3)

a2,1 =
−ρhc2p(1 + ν)kst

2a
; (A.4)

a2,2 = ρhω2 −
ρhc2p(1− ν)k2s

2
−
ρhc2pt

2

a2
; (A.5)

a2,3 =
ρhc2p it

a2
; (A.6)

a3,1 =
ρhc2pν iks

a
; (A.7)

a3,2 =
ρhc2p it

a2
; (A.8)

and

a3,3 =
ρhc2p
a2

+
ρh3c2pk

4
s

12
+
ρh3c2pk

2
st

2

6a2
+
ρh3c2pt

4

12a4
− ρhω2.

(A.9)
The non-zero entry of Zm in Eq. (28) is

z1,1 = dm. (A.10)

The non-zero entry of Tm in Eq. (29) is

t2,2 = dm. (A.11)

The non-zero entry of Rm in Eq. (30) is

r3,3 = dm. (A.12)

The non-zero entry of f in Eq. (25) is

f3,1 = Pa. (A.13)

The non-zero entry of fTt in Eq. (37) is

fTt =
{

0 0 Pa itεt Jt
(
ωc
a

) }T
. (A.14)
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This paper discusses our study on the flutter of an unrestrained aircraft wing carrying a fuselage at its semispan
and arbitrary placed external stores under roll maneuver. Maneuver terms are combined in the governing equations
which are obtained using the Hamilton’s principle. The wing is represented by a classical beam and incorporates
bending-torsion flexibility. Theodorsen unsteady aerodynamic pressure loadings are considered to simulate the
aeroelastic loads. The Galerkin method is subsequently applied to convert the partial differential equations into
a set of ordinary differential equations. Numerical simulations are validated against several previous published
results and good agreement is observed. In addition, simulation results are presented to show the effects of the
roll angular velocity, fuselage mass, external stores mass, and their locations on the wing flutter of an aircraft in
free-flight condition. Parametric studies show that the predicted flutter boundaries are very sensitive to the aircraft
rigid body roll angular velocity, fuselage mass and external stores mass and locations.

NOMENCLATURE

b Wing semi chord
eF Distance between the fuselage center of gravity

and wing elastic axis
ep Distance between the store center of gravity

and wing elastic axis
E Young’s modulus
G Shear modulus
I Wing cross-section moment of inertia
J Wing cross-section polar moment of inertia
l Wing length
L Wing sectional lift
m Mass of the wing per unit length
M Aerodynamic moment
Rwi

Displacement vector of an arbitrary point of
wings

T Kinetic energy
U Strain energy
vf Nondimensional flutter speed
wi Bending displacement
xe, ye, ze The external mass location in x, y and z direc-

tions, respectively
δ Variational operator
εij Strain component
Λ Sweep angle
θi Twist angle
ρ Density of the wing
ρ∞ Air density
σij Stress component

ωf Flutter frequency
ωθ Torsional frequency
Ω Roll angular velocity

1. INTRODUCTION

The flutter prediction of an unrestrained aircraft wing with
stores is of paramount importance for the analysis and design
of an aircraft. Clearly, estimating the aeroelastic instabilities
of such aircraft with different wing configurations is critical to
establish the flight envelope of newly designed aircrafts.

Many of the previous efforts made to simulate wing flutter
have considered uniform straight wings with external stores.
One of the first works devoted to the aeroelasticity of aircraft
wings with external store is the paper by Goland and Luke
on the determination of the flutter speed of a uniform can-
tilever wing with tip mass.1 They verified the flutter speed
by integration of the differential equations of the wing mo-
tion. Harry and Charles2 analyzed the flutter of a uniform
wing and made a comparison between the analytical and the
experimental results. Lottati considered the aeroelastic stabil-
ity of a swept wing with tip weights for an unrestrained ve-
hicle.3 In his work, a composite wing has been studied, and
it was observed that flutter occurs at a lower speed as com-
pared with a clean wing configuration. Gern and Librescu have
made some efforts to show the effects of externally mounted
masses on the static and dynamic aeroelasticity of advanced
swept cantilevered wings.4, 5 The dynamic response of adap-
tive cantilevered beams carrying externally mounted stores and
exposed to time-dependent external excitations has been con-
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sidered by Na and Librescu.6 Moreover, Librescu and Song7

investigated the free vibration and dynamic response to ex-
ternal time-dependent loads of aircraft wings carrying eccen-
trically located heavy stores. They have modeled the wing
as a thin-walled anisotropic composite beam. Also, Edwards
and Wieseman8 studied the flutter and divergence of three
check cases that include unrestrained airfoils and wing mod-
els. The bending-torsional flutter characteristics of an aircraft
wing containing an arbitrarily placed mass under a follower
force have been studied by Fazelzadeh et al.9 They showed the
important influence of the location and magnitude of the store
mass and the follower force on the flutter speed and frequency
of the wing. Also, Mazidi and Fazelzadeh10 investigated the
flutter of an aircraft wing with a powered engine. They con-
firmed that the engine thrust and locations have a considerable
effect on the wing aeroelastic stability region.

Although these works and several others addressed the prob-
lem of the wing-store aeroelasticity, the effect of the aircraft
maneuvers on the unrestrained aircraft wing instability has not
received much attention in the literature and only few works
about the maneuver effects on the aeroelastic behavior of
cantilever wing-stores configuration have been conducted.11, 12

The maneuver has a significant influence on the dynamic re-
sponse and instability of the wing-store configuration, espe-
cially for unrestrained aircraft wing. Since rigid body rotations
due to maneuver angular velocities, such as the one produced
by a roll maneuver, can adversely affect the aircraft aeroelastic
stability region, it is critical to include maneuvering angular
velocities in aeroelastic analysis.

To add to the aforementioned bulk of literature in this field,
the aeroelastic modeling and flutter study of an unrestrained
aircraft under roll maneuver is considered in this study. The
aircraft is modeled as a wing carrying a fuselage at its semispan
and arbitrarily placed external stores.

2. GOVERNING EQUATIONS

An unrestrained aircraft with swept wings, shown in Fig. 1,
is considered. As it can be seen in Fig. 1(b) the aircraft fuse-
lage is modeled as a concentrated mass and inertia located at
the center of the unrestrained swept wings. The structural flex-
ibility as well as the roll angular velocity is taken into account
when deriving the aeroelastic governing equations. The wing
model is valid for long, straight, homogeneous beams and is
derived based on the Goland wing model.

The equations of motion and boundary conditions are de-
rived using Hamilton’s variational principle that may be ex-
pressed as:13

∫ t2

t1

[
δUT − δTT − δWT

]
dt = 0,

δw = δθ = 0 at t = t1 = t2; (1)

where U and T are strain energy and kinetic energy, and W is
the work done by non-conservative forces. Also, the subscript
‘T ’ means the total system. The use of Hamilton’s principle is
especially convenient in cases of unusual boundary conditions
because the equation(s) of motion and boundary conditions are
determined in a unified procedure. Therefore, the Hamilton’s

Figure 1. Schematic of an unrestrained aircraft wing under roll maneuver,
(a) Top view; (b) Front view.

principle yields the equations of motion in the form of par-
tial differential equations with accompanying boundary condi-
tions.

The kinetic energy can be divided into three parts: wing,
fuselage, and store, i.e. TT = Tw + Te + TF . The subscripts
w, e, and F identify the wing, externally mounted mass, and
aircraft fuselage, respectively. The first variation of the wing
kinetic energy is:

δTw = δTw1
+ δTw2

; (2)

where δTw1
and δTw2

are the first variation of the right and left
wing kinetic energy, respectively. Also,

δTw1
=

∫ l

0

∫∫
A

ρṘw1
δṘw1

dx dA;

δTw2 =

∫ l

0

∫∫
A

ρṘw2δṘw2 dx dA. (3)

Rw’s are displacement vectors of arbitrary points of the right
and left wings that are given by

Rw1 = RO1 + rw1 = (RX cosΛ−RY sinΛ)i1 +

(RX sinΛ+RY cosΛ)j1 + [w1+(y1−ab)θ1−RZ ]k1;

Rw2
= RO2

+ rw2
= (RX cosΛ−RY sinΛ)i2 +

(−RX sinΛ−RY cosΛ)j2 + [w2+(y2+ab)θ2−RZ ]k2;
(4)

where RO’s are the wings root position vector with respect to
airplane center of gravity, shown in Fig. 1 and rw’s are the
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position vector of arbitrary points of the wings with respect to
the wings root. The velocity vector of any points on the wing
can be obtained through transport theorem as below:14

Ṙwi =
∂Rwi

∂t
+ (Ω×Rwi) + Vairplane. (5)

In this equation, two first terms represent the velocity of the
point and refer to the coordinate system located on the airplane
center of gravity. The third term represents the velocity of the
airplane and refers to the inertial reference coordinate system
located on Earth:

Vairplane = vxaÎ + vyaĴ + vzaK̂. (6)

Here it is assumed that the airplane has roll maneuver, so
the angular velocity equations of the airplane that refer to right
and left wing coordinate systems are:

Ω1 = −Ω sinΛ i1 + Ω cosΛ j1;

Ω2 = −Ω sinΛ i2 + Ω cosΛ j2. (7)

By substitution of Eqs. (3)–(7) in Eq. (2), the first variation
of the wing kinetic energy can be represented. Using the same
kinematical procedure, the first variation of the engine kinetic
energy can be derived as:

δTe =

N∑
i=1

meδD(x−xei)
{[
−ẅ1−ep cosΛθ̈1−Ḧ+RXα+

2αRY sinΛ cosΛ+Ω2w1+Ω2ep cosΛθ1−Ω2RZ
]
δw1 +[

−ep cosΛẅ1−k2e cos2Λθ̈1−ep cosΛḦ+

ep cosΛRXα+2αRY ep sinΛ cos2Λ+ep cosΛΩ2w1+

k2e cos2ΛΩ2θ1−ep cosΛΩ2RZ
]
δθ1

}
+

N∑
i=1

meδD(x−xei)
{[
−ẅ2−ep cosΛθ̈2−Ḧ−RXα+

Ω2w2+Ω2ep cosΛθ2−Ω2RZ
]
δw2 +[

−ep cosΛẅ2−k2e cos2Λθ̈2−ep cosΛḦ−
ep cosΛRXα+ep cosΛΩ2w2+k2e cos2ΛΩ2θ2−

ep cosΛΩ2RZ
]
δθ2

}
. (8)

In this equation, xe denotes the store distance from the wing
root, and ep is the distance between the engine center of gravity
and the wing elastic axis. Also, me and ke are the store mass
and radius of gyration, respectively. It should be noted that
the velocity vector of any point on the engine, as before, is
obtained through transport theorem. Also, the first variation of
the fuselage kinetic energy can be derived as:

δTF = mF
~VF δ~VF

=
[
−mF ẅ1−eF θ̈1−Ḧ+Ω2w1+Ω2eF θ1

]
δw1

∣∣
x=l

+[
−mF eF ẅ1−mF k

2
F θ̈1−mF eF Ḧ+mF eFΩ2w1+

mF k
2
FΩ2eF θ1

]
δθ1
∣∣
x=l

; (9)

wheremF and kF are the fuselage mass and radius of gyration,
respectively, and eF is the distance between the fuselage center
of gravity and the wing elastic axis.

The strain energy is considered next. The total strain energy,
normally, consists of wing, fuselage, and store strain energy.
Here, it is assumed that the fuselage and stores are rigid bodies.
Consequently, the total strain energy is equal to the wing strain
energy. The first variation of the strain energy is:14

δU =

∫
V

[
σxxδεxx + σxηδεxη + σxξδεxξ

]
dx dA; (10)

where σij and εij are stress and strain components, respec-
tively. η and ξ are the principal axes of the wing cross section
that defines a local coordinate system on the shear center of the
cross section.

The use of strain-displacement relations, together with the
generalized Hooke’s law, permits the strain energy to be ex-
pressed in terms of deformation quantities.15 Using these ex-
pressions and integrating by parts, Eq. (10) recasts as:

δUw1
=

∫ l

0

{[
EIw′′′′1 + abEIθ′′′′1

]
δw1 +[

abEIw′′′′1 + Sθ′′′′1 −GJθ′′1
]
δθ1

}
dx;

δUw2
=

∫ 2l

l

{[
EIw′′′′2 + abEIθ′′′′2

]
δw2 +[

abEIw′′′′2 + Sθ′′′′2 −GJθ′′2
]
δθ2

}
dx; (11)

where δUw1
and δUw2

are the right and left wing strain energy,
respectively.

The virtual work of the aerodynamic forces acting on the
wing may be expressed as:

δWnc =

∫ l

0

(
L1δw1+M1δθ1

)
dx +

∫ 2l

l

(
L2δw2+M2δθ2

)
dx;

(12)
whereL andM are aerodynamic lift and moment, respectively.
It should be noted here that the engine aerodynamic is not ac-
counted for in governing equations. Aerodynamic lift and mo-
ment are derived from Theodorsen’s unsteady thin-airfoil the-
ory. These are:

L(x, t) = −πρ∞ω2b3
[w
b
Lhh +

∂w

∂x
Lhh′ + θeffLhθ +

b
∂θeff

∂x
Lhθ′

]
; (13)

M(x, t) = πρ∞ω
2b4
[w
b
Mθh +

∂w

∂x
Mθh′ + θeffMθθ +

b
∂θeff

∂x
Mθθ′

]
; (14)

where Lhh, Lhh′ , . . . ,Mθθ′ are the aerodynamic coeffi-
cients.16, 17

By substituting Eqs. (3)–(12) into Eq. (1), and noticing that
for every admissible variation (δw1, δθ1, δw2, δθ2) the coeffi-
cient of these variations must be zero, the aeroelastic governing
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equations are obtained as:

−EIw′′′′1 +mẅ1+mxθ θ̈1+mḦ−mRXα−
2mRY α sinΛ cosΛ−mΩ2w1−mxθΩ2θ1+mΩ2RZ+

mF

(
ẅ1+eF θ̈1+Ḧ−Ω2w1−Ω2eF θ1

)
|x=l+

N∑
i=1

meδD(x1−xei)
(
ẅ1+ep cosΛθ̈1+Ḧ−RXα−

2RY α sinΛ cosΛ−Ω2w1−Ω2ep cosΛθ1+ Ω2RZ
)
−

L1 = 0; (15)

−GJθ′′1 +mxθẅ1+Iθ θ̈1+mxθḦ−mxθRXα−
2mxθRY α sinΛ cosΛ−mxθΩ2w1−IθΩ2θ1+mxθΩ

2RZ+

N∑
i=1

meδD(x1−xei)
(
ep cosΛẅ1+k2e cos2Λθ̈1+ep cosΛḦ−

ep cosΛRXα−2epRY α sinΛ cos2Λ−ep cosΛΩ2w1−
k2e cos2ΛΩ2θ1+ep cosΛΩ2RZ

)
−M1 = 0; (16)

−EIw′′′′2 +mẅ2+mxθ θ̈2+mḦ−mRXα−
mΩ2w2−mxθΩ2θ2+mΩ2RZ+

N∑
i=1

meδD(x2−xei)
(
ẅ2+ep cosΛθ̈2+Ḧ+RXα−Ω2w2−

Ω2ep cosΛθ2+Ω2RZ
)
− L2 = 0; (17)

−GJθ′′2 +mxθẅ2+Iθ θ̈2+mxθḦ−mxθRXα−
mxθΩ

2w2−IθΩ2θ2+mxθΩ
2RZ+

N∑
i=1

meδD(x2−xei)
(
ep cosΛẅ2+k2e cos2Λθ̈2+ep cosΛḦ+

ep cosΛRXα−ep cosΛΩ2w2−k2e cos2ΛΩ2θ2+

ep cosΛΩ2RZ
)
−M2 = 0. (18)

3. SOLUTION METHODOLOGY

Due to intricacy of aeroelastic governing equations, it is
difficult to get the exact solution. Therefore, in order to
solve the aeroelastic governing equations in a general way, the
Galerkin’s method is used.18 To this end, wi, θi (bending and
torsion generalized coordinates) are represented by means of
series of trial functions, ϕji , that should satisfy the boundary
conditions, multiplied by time dependent generalized coordi-
nates, qji :

wi = ϕT1iq1i ; θi = ϕT2iq2i . (19)

The following family of orthogonal functions for w and θ is
used here:16

ϕ1i =
(x/l)1+i{6 + i2(1− x/l)2 + i[5− 6x/l + (x/l)2]}

i(1 + i)(2 + i)(3 + i)
;

ϕ2i = sin
( iπx

l

)
. (20)

Table 1. Validation of the flutter speed and frequency for a wing in free flight
condition.

Flutter
Error

Flutter
Error

Method Speed
(%)

Frequency
(%)

(m/s) (rad/s)
Exact (Goland & Luke1) 292.72 — 19.17 —
Lottati3 289.68 1.04 19.42 1.3
Gern & Librescu5 293.61 0.31 21.68 13.09
Present 308.72 5.46 18.30 4.53

Two bending modes and two torsion modes are considered
for each wing. By applying the Galerkin procedure on govern-
ing equations and using orthogonal properties in the required
integrations, the following set of ordinary differential equa-
tions are obtained:

Mq̈ + Cq̇ + Kq = 0. (21)

Herein, M, C, and K denote the mass matrix, the damping
matrix and the stiffness matrix, respectively, while q is the
overall vector of generalized coordinates. Finally, Eq. (21)
converts to

Ż = [A]Z; (22)

where the state vector Z is defined as

Z =
{
qT q̇T

}T
; (23)

and the system matrix [A] has the form

[A] =

[
[0] [I]

−[M]−1[K] −[M]−1[C]

]
. (24)

The problem is now reduced to that of finding out the eigen-
values of matrix [A] for given values of the air speed pa-
rameter U∞. The eigenvalue ω is a continuous function of
the air speed U∞. For U∞ 6= 0, ω is in general complex,
ω = Re(ω) + iIm(ω). When Re(ω) = 0 and Im(ω) 6= 0, the
wing is said to be in critical flutter condition. At some point,
as U∞ increases, Re(ω) turns from negative to positive so that
the motion turns from asymptotically stable to unstable.

4. RESULTS

As stated in the previous section, the solution to this aeroe-
lastic problem through the extended Galerkin method is sought
by using a numerical integration scheme. Two bending modes
and two torsion modes for each wing are considered in the so-
lution procedure to this end. The effects of the external mass
value and location and the roll angular velocity on the flutter
speed of unrestrained wings are simulated. Relevant data for
the particular wing-weight combination used here are the same
as those utilized in the work of Goland and Luke.1 Also, di-
mensionless parameters used in the numerical simulation are

vf =
Uf
bωθ

; ωf =
ωf
ωθ

; Xe =
xe
l

; ηF =
mF

ml
; ηe =

me

ml
;

(25)
where Uf and ωf are the flutter speed and frequency, respec-
tively.

Our results, without the angular roll velocity, are in good
agreement and have been obtained with results from previously
published papers, as shown in Table 1.
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Figure 2. Effects of the spanwise position of the external mass on the aircraft
flutter boundary for case1 (ep = 0) and case2 (ep = 0.63). (a) Flutter speed;
(b) Flutter frequencies.

4.1. Non-Maneuver Aircraft
First, the flutter results of the non-maneuvering unrestrained

aircraft are considered. Figure 2 shows a parametric study in-
vestigating the effect of the store spanwise location on the flut-
ter speed and frequency for two selected values of ep. The
store mass is assumed to be ηe = 0.5, and the fuselage mass
is ηF = 0.5. The lowest value of the flutter speed takes place
around Xe = 0.6. So, one can say that this point is the critical
location for store mounting for this wing characteristic.

This behavior is the same as those reported in previous pub-
lished papers.5, 10 Also, it can be seen in this figure that in-
creasing the distance of the engine center of gravity from the
wing elastic axis will decrease the flutter speed. Figure 2(b)
also reveals that the flutter frequency drops in the usual way
by moving the external mass towards the wing tip.

The effect of the store mass on the flutter boundary and cor-
responding flutter frequency of the unrestrained wing is illus-
trated in Fig. 3 for two selected values of ep. The store is as-
sumed to be placed at the middle of the wing span and the
fuselage mass is ηF = 0.5. Figure 3(a) shows that increasing
the store mass restricts the stability region. Also, effects of the
store distance from the wing elastic axis on the wing flutter are
clear in this figure. Figure 3(b) illustrates that increasing the
engine mass value will decrease the flutter frequency, notice-
ably.

Figure 4 shows the variation of the flutter speed and fre-
quency of the wing due to variations in the aircraft fuselage

Figure 3. Effects of the store mass on the aircraft flutter boundary for case1
(ep = 0) and case2 (ep = 0.63). (a) Flutter speed; (b) Flutter frequencies.

mass for selected values of ep. The results show that an in-
crease of fuselage mass can induce a higher flutter speed. Also,
the effect of the store distance from the wing elastic axis on the
flutter speed and frequency is clearly highlighted.

4.2. Rolling Maneuver Aircraft
This subsection focuses on the flutter simulations of the un-

restrained aircraft under roll maneuver. The effect of the store
mass on the flutter boundary and corresponding flutter fre-
quency is illustrated in Fig. 5 for different values of the roll
angular velocity.

The stores are assumed to be placed at the middle of the
wings span and the nondimensional fuselage mass is ηF = 1.
Figure 5(a) shows that the stability region is limited when the
larger external mass is attached to the wing. This is almost
independent of the roll angular velocity. Also, effects of the
roll maneuver angular velocity on postponing the wing flutter
are clear in this figure. Figure 5(b) illustrates that increasing
the store mass value will decrease the flutter frequency, notice-
ably, for all values of the aircraft roll angular velocity.

The influence of the spanwise location of the store on the
flutter speed and frequency of the unrestrained wing for se-
lected values of the roll angular velocity is shown in Fig. 6. In
this case, the store and fuselage mass ratio is ηe = ηF = 1
and the store is assumed to be located at the wing elastic axis.
It can be seen in Fig. 6(a) that increasing the distance of the
stores from the wing root, in this case, increases the flutter
speed. Also, it can be seen that increasing the roll angular ve-
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Figure 4. Effects of the fuselage mass on the aircraft flutter boundary for case1
(ep = 0) and case2 (ep = 0.63). (a) Flutter speed; (b) Flutter frequencies.

locity will decrease the flutter speed, noticeably. Figure 6(b)
also reveals that the flutter frequency drops in the usual way
by moving the stores towards the wings tip. Moreover, the
magnitude of the roll angular velocity has noticeable influence
on the flutter frequency.

Figure 7 demonstrates the effect of the spanwise location of
the stores on the flutter speed and frequency of the unrestrained
aircraft with four stores for the selected values of the roll an-
gular velocities. For every wing, the first store is assumed to
be placed at the Xe1 = 0.3, and only the second store slides
from the middle of the wing to the wing tip. Both stores and
fuselage have equal mass ratio of ηe1 = ηe2 = ηF = 1. It is
clear from Fig. 6(a) that increasing the distance of the second
engine from the wing root, in this case, will increase the flut-
ter speed. Influence of the second engine spanwise location on
the flutter frequency is shown in Fig. 6(b). It can be seen that
sliding the engine toward the wing tip will decrease the flutter
frequency for all values of the roll angular velocity.

5. CONCLUSIONS

In this study, the aircraft is considered as an unrestrained
wing carrying fuselage at its semi span and some arbitrarily
placed stores. The effect of the roll maneuver, one of the most
popular flight maneuvers, on flutter of the unrestrained wing is
considered. To this end, the complete aeroelastic equations for
an isotropic, unrestrained Goland wing under roll maneuver
are formulated. The equations include effects of both maneu-
ver induced and flow induced forces.

Figure 5. Effects of the store mass on the aircraft flutter boundary for ηF = 1.
(a) Flutter speed; (b) Flutter frequencies.

Results show the influence of the roll angular velocity, fuse-
lage mass, and the stores mass and locations on the flutter
speed of the wing. The rolling maneuver restricts the wing
dynamic stability region in most of cases. Also, it is found that
the flutter speed in the case of heavy stores is lower than those
obtained for light ones, independent of the maneuver condi-
tions.
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Signals collected from dual-channel sensors contain abundant fault characteristic information when the rub-impact
fault occurs in a rotor system. As a combination of bispectrum and vector-spectrum analisys, vector-bispectrum
analysis can achieve an effective elimination of Gaussian noise and accurate analysis on quadratic phase coupling
in signals by combining dual-channel information. However, it has been found in the slight rubbing experiment
that part of the fault information is lost by simply using the bispectrum or vector-bispectrum method. In order to
resolve this problem, a new fault feature extraction approach for the rubbing rotor based on the energy index of
vector-bispectrum is proposed and used in the experimental test to obtain typical characteristics of the full annular
rub-impact fault. It is shown that this novel method of feature extraction inherits the advantages of vector-spectrum
analysis. The features of the rub-impact fault based on the energy index of vector-bispectrum has been extracted
successfully, and the result of classification through SVM illustrates that the extracted features are very noticeable,
and the proposed method can comprehensively reflect nonlinear information of the rubbing rotor.

1. INTRODUCTION

In a theoretical sense, the rotor of rotating machinery is a
complicated nonlinear system. The occurrence of the rub-
impact faults in a rotor system may result in irregular and
unstable shafting vibrations containing nonlinear phase cou-
pling, which was harmful to the unit. Typically, conventional
methods for fault detection use the power spectrum analysis
based on Fourier transformation, which was built on the as-
sumption of stable and Gaussian signals. Spectrum analysis
could be used to characterize the Gaussian process, but it was
not suitable for processing non-minimum phase systems or
non-Gaussian signals due to its incapability of reflecting Gaus-
sian skewness and nonlinear characteristics of signals.1 Con-
sequently, developing better ways to analyze the fault of the
rubbing rotor has attracted much attention in the field of fault
diagnosis of rotating machinery.

High order statistics analysis, in contrast with power spec-
trum analysis, could suppress Gauss noise completely in the-
ory, and meanwhile effectively reveal the nonlinear informa-
tion of the signal. As the simplest and lowest-order means in
the high order statistics, bispectrum was the most commonly
used high-order spectrum, and can be applied to deal with non-
linear phase coupling existing in nonlinear vibration signals.
In the current study, bispectrum was generally used in the ex-
traction of fault features in double frequency domain for rotat-
ing elements, such as gears and bearings.2–6 Shen et al. ap-
plied bispectrum to extract the features of the rub-impact fault,
and the results indicated the obvious existence of differences
in bispectrum between the X-direction and the Y - direction
signals.7 However, why only the Y -direction signals were not
selected for analysis was not explained. Yan et al. adopted
the method of diagonal slice of bispectrum to analyze nonlin-
ear coupling of harmonics occurred in steam turbines, but the
results showed that the difference between the stable and the
unstable vibrations was not notable in the figure of diagonal
slice of bispectrum.8 Generally, fault diagnostics based on bis-
pectrum used the method of the statistical change detection,
which was not ideal to distinguish the fault degree.9 Therefore
bispectrum coupled with other methods such as HHT or LMD,
were suggested, but the complexity of the algorithm would in-

creased.10–13

In general, the monitoring system of a rotor had a couple
of sensors at each measuring point. The aforementioned stud-
ies mostly computed bispectrum of signal per channel respec-
tively and selected the most obvious difference as the fault
features by intercomparison. In fact, the signals of different
directions were not identical due to the anisotropy of rotor sys-
tems. Hence, single channel based bispectrum analysis was not
enough to comprehensively and exactly reflect the fault fea-
tures because the insufficient signal combination would lead to
the fault information missing. Based on the research of vector
spectrum,14 a new method of vector-spectrum integrating dual-
channel signals was discussed and used to extract the feature
of fault signals.15 However, applications of this method car-
ried out by the author of this paper for the fault signals of the
rubbing rotor showed that the fault features reflected by vector-
bispectrum were not obvious enough to identify the rubbing
rotor.

In short, a new method of feature extraction based on the
energy index of vector-spectrum was proposed for the rubbing
rotor in this paper. The experiment results show that the energy
index of vector-spectrum obtains bispectral characteristics of
the full annular rub-impact fault, and a reasonable explanation
is given. Finally, a SVM classifier is developed to validate the
effectiveness of this method.

2. PRINCIPLE OF VECTOR-SPECTRUM

Assume that X- and Y - are the two orthogonal directions at
a measuring point in a rotor system, and xk, yk are the discrete
time series of X- and Y -direction respectively. Xk and Yk are
defined as the Fourier transforms of xk and yk. Let Rxk, Ixk,
Ryk, I yk as the real and the imaginary parts of Xk and Yk,
respectively. The amplitude and phase of harmonics included
in xk and yk are defined by:

Axk =
√
R2
xk + I2xk

ϕxk = arctan (Ixk/Rxk)

Ayk =
√
R2
yk + I2yk

ϕyk = arctan (Iyk/Ryk)

; (1)
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where Axk, Ayk are the amplitudes, and ϕxk, ϕyk are the
phases of k-th harmonic in the X- and Y -direction, respec-
tively. Note that the value range of ϕxk or ϕyk should be
[−π,+π] in Eq. (1), according to the positive and negative
of Ik or Rk instead of limited in a single monotonous zone
(−π/2,+π/2) of arctan function.

According to the function:

Ak =
√
A2
xk +A2

yk. (2)

In the method of harmonic fusion described by Li, et al.,14 the
signals fusing the X- and Y -directions are constructed as fol-
lows:

X ′k = Ak (cosϕxk + j sinϕxk)

Y ′k = Ak (cosϕyk + j sinϕyk) ; (3)

where Ak is the amplitude of harmonic fusion and X ′k, Y ′k are
the fusion signals in the X- and Y -direction, respectively.

New discrete time series x′k and y′k were computed by the
inverse Fourier transforms of X ′k and Y ′k . The new time se-
ries reflected nonlinear characteristic information in the origi-
nal signals by fusing the dual-channels data.14 The third-order
cumulant functions of x′k and y′k were written as follows:{

C ′3x(τ1, τ2) = E [x′(k) · x′(k + τ1) · x′(k + τ2)]
C ′3y(τ1, τ2) = E [y′(k) · y′(k + τ1) · y′(k + τ2)]

; (4)

where C ′3x(τ1, τ2) and C ′3y(τ1, τ2) are the third-order cumu-
lant functions of x′k and y′k, and E is the mathematical expec-
tation function.

Then, the two-dimensional Fourier transform of C ′3x and
C ′3y can be computed by:

B′x(ω1, ω2) =
∑
τ1

∑
τ2

C ′3x(τ1, τ2)e
−j(ω1τ1+ω2τ2)

B′y(ω1, ω2) =
∑
τ1

∑
τ2

C ′3y(τ1, τ2)e
−j(ω1τ1+ω2τ2)

; (5)

where B′x(ω1, ω2) and B′y(ω1, ω2) are the vector-bispectrums
of the original signals xk and yk. They provided an integra-
tion of amplitude information from dual channels maintain-
ing phase information of original signals unchanged. Vector-
spectrum inherited the advantages of bispectrum, so it could
also remove the Gaussian noise from the original signal to
identify the components of the quadratic phase coupling, then
the nonlinear information in signals would be indicated.

Since vector-bispectrum is a two-dimensional function with
extensive computational efforts, the method of diagonal slice
of vector-bispectrum was suggested in practical use to speed up
the calculation. Considering a simplified case where τ1 = τ2 in
Eq. (5), a one-dimensional function as follows can be obtained.{

C ′3x(τ) = E [x′(k) · x′(k + τ) · x′(k + τ)]
C ′3y(τ) = E [y′(k) · y′(k + τ) · y′(k + τ)]

; (6)

where C ′3x(τ) and C ′3y(τ) are the diagonal slices of the third-
order cumulant functions of x′k and y′k.

The diagonal slice for vector-bispectrum can be obtained by
one-dimensional Fourier transform of Eq. (6) as:

B′x(ω) =
∑
τ1

C ′3x(τ)e
−jωτ

B′y(ω) =
∑
τ1

C ′3y(τ)e
−jωτ . (7)

It should be noted that the diagonal slice of bispectrum pre-
serves the information of high order statistic and quadratic
phase coupling with low computational complexity, and was
frequently used to extract fault features.8, 12

Figure 1. Test apparatus.

a) b)

Figure 2. Bispectrum contour of normal rotor.

3. FEATURE EXTRACTION BASED ON
VECTOR-BISPECTRUM ENERGY

For practical bearings in rotor systems, the stiffness, the
damping, and the equivalent of bearings are not the same in
different directions. In addition, there are also coupling effects
between different coordinates. In other words, the support of a
rotor system is anisotropic. When rub-impact faults occur, the
characteristic information of the rubbing rotor does not neces-
sarily appear in the diagonal frequencies due to the influence
of the anisotropy of bearings. Therefore, it is possible that the
diagonal slice cannot exactly extract the fault features of the
rub-impact rotor.

In order to verify the statement above, we took an exper-
imental test to simulate the rub-impact fault in the BENTLY
NEVADA RK-4 ROTOR KIT, as shown in Fig. 1. Two bear-
ings were installed on a shaft with a single rotor, and an AC
motor was coupled to the shaft to drive the shaft. Two measur-
ing points, each of which was with two eddy current sensors
in the orthogonal directions, were set up on both sides of the
rotor to collect the radial vibration data. Beside it, we placed
another eddy current sensor close to driver to measure the ac-
tual rotational speed of the shaft. A plastic rod with adjustable
distance was fixed to generate full annular rub to the rotor. The
test was conducted repeatedly at different rotational speeds to
ensure statistical consistency. We selected the data collected
under a constant rotational speed of 4035 RPM (the fundamen-
tal frequency fr = 67.25 Hz) including 14, 336 samples with
a sampling frequency of 1280 Hz. The data length for analysis
was 8,192 divided into 16 segments, and the data overlap rate
was set to 50%. The bispectrum of selected signals are shown
in Figs. 1 and 3.

As seen in Figs. 2 and 3, there are a few differences in bis-
pectrums of the Y - direction between the normal and the rub-
bing rotor in high frequencies. This illustrates that the bispec-
trum contains some information of rub-impact faults. Also, it

International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016 335



Z. Chao: RESEARCH ON FAULT FEATURE EXTRACTION OF RUBBING ROTOR BASED ON VECTOR-BISPECTRUM ENERGY

a) b)

Figure 3. Bispectrum contour of rubbing rotor.

a)

b)

Figure 4. Bispectrum diagonal slice of normal rotor and rubbing rotor.

should be noted that we cannot distinguish the normal rotor
from the rubbing rotor via bispectrum of the X-direction.

In the above test, we used a plastic rod with an adjustable
distance to the rotor in order to simulate the stator and grad-
ually decreased the distance until the plastic rod touched the
outer edge of the rotor, and meanwhile maintained a certain
force to produce the rub-impact fault. The material of the plas-
tic rod was soft and had a globular head, which would not do
any harm to the rotor. In order to simplify the analysis of two-
dimensional spectrum a diagonal slice of the bispectrum was
used to obtain the fault information as shown in Fig. 4. It can
be observed in Fig. 4 that the amplitude of bispectrum of the
rubbing rotor did not grow much compared with the normal
rotor. Therefore, we think that the degree of the rub-impact
fault in our experiments would be slight. Note that Fig. 4 has
little difference in bispectrum diagonal slices between the nor-
mal rotor and the rubbing rotor, which shows that the bispec-
trum diagonal slice of bispectrum was not capable of reflecting
slight rub-impact faults in this case.

Based on the considerations above, we proposed a new
method based on vector-bispectrum energy to extract features
of the rub-impact faults. According to the method of energy
spectrum,16 we put forward an extra parameter named index of
vector-bisepctrum energy defined by:

Gz =
|B′x|2 + |B′y|2

2
; (8)

where Gz is called the energy index of vector-bisepctrum.
The energy spectrum based on the signal intensity can intu-

itively reflect the direction of the maximum energy of the rotor
in the rotating process with a simple algorithm. This method
expands the characteristic frequency information in the diag-

a) b)

Figure 5. Vector-bispectrum energy contour of normal rotor.

a) b)

Figure 6. Bispectrum and vector-bispectrum contour of rubbing rotor in Y -
direction.

onal slice of the vector-bispectrum and is capable of analyz-
ing the characteristic frequency information directly in the fre-
quency plane of the vector- bispectrum, which may dig out the
fault information as much as possible.

4. VECTOR-BISPECTRUM ENERGY INDEX
BASED TEST

According to the construction of the vector-bispectrum, we
computed the bispectrum and the vector-bispectrum of the vi-
bration signals at two measuring points respectively, and the
results are shown in Figs. 5 and 6.

As indicated in Fig. 5, the scattering pattern of the bispec-
trum and the vector-bispectrum are similar under the state of
the slight full annular rub-impact fault. A further comparison
of the vector- bispectrum in the Y -direction between Figs. 5
and 6 show that the vector-spectrum implies the existence of
faults. It follows that the vector-bispectrum contains more fault
information than the bispectrum due to the effective combina-
tion of the dual-channel signals, and was able to suppress the
Gaussian noise in signals to analyze the characteristics of non-
linear systems superior to the single- channel analysis.

It should be noted that the vibration signals emitted by
the rub-impact faults generally contained subharmonic com-
ponents with appearances of low-frequency couplings. How-
ever, we could not find enough subharmonic information as
expected in the results produced by the vector-bispectrum and
the bispectrum in Figs. 4 and 5, respectively. In order to solve
this problem, we used the energy index of vector-bispectrum
to reconstitute the contour of vector-bispectrum above. The
results are shown in Fig. 7.

In Fig. 7, the subharmonic components of signals are re-
vealed, it illustrates the occurrences of the quadratic phase cou-
pling in the low frequency stage. Comparing Figs. 7a with
7b, the quadratic phase coupling mainly appears in the low
frequency stages during the normal operation of the rotor. In
contrast, when the rub-impact fault occurs, the high frequency

336 International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016



Z. Chao: RESEARCH ON FAULT FEATURE EXTRACTION OF RUBBING ROTOR BASED ON VECTOR-BISPECTRUM ENERGY

a)

b)

Figure 7. Vector-bispectrum energy contour.

Table 1. Fault recognition ratio with different methods.

Methods Recognition ratio
Normal Rubbing

Vector-bispectrum 82% 76%
Vector-bispectrum energy index 96% 100%

coupling begins to take place in the vibration signals and will
expand to the high frequency stages. However, the components
of low frequencies were still in the dominant position. Besides,
in Fig. 7b, it can be observed that there are harmonic compo-
nents that match the fault feature of the rubbing rotor extracted
by the conventional method of Fourier transformation.

The diagonal slices for the energy of vector-bispectrum were
computed and shown in Fig. 8. Comparing Figs. 8a with 8b,
the diagonal slice of the normal rotor is different from the
rubbing rotor in frequency distribution. Several harmonic fre-
quencies in the diagonal slice of the rubbing rotor can be ob-
served in Fig. 8b. This indicates that the diagonal slice of
the vector-bispectrum energy index contains more fault in-
formation than the vector-bispectrum. From the perspective
of energy distribution of vector-bispectrum, the energy of the
vector-bispectrum mainly centralized in the frequency region
below the 2nd harmonic frequency and the largest proportion
of the fundamental frequency component indicated the main
problem of rotor unbalance. The vector- bispectrum energy of
the rubbing rotor is dispersive in the frequency axis with fewer
components below the half-frequency. The most concentrated
location of energy was in the region between the fundamental
frequency and the 4th harmonic frequency, where the quadratic
phase coupling came up with the maximum probability.

In order to validate the effectiveness of the fault feature ex-
traction method based on the vector- bispectrum energy in-
dex, we applied Support Vector Machine (SVM) as a classi-
fier to distinguish the normal state from the faulty state. In the
SVM arithmetic, we used a RBF kernel function, K(xi, xj) =
exp(−|xi − xj |2/σ2), σ = 0.5, and selected the amplitude of
the bispectrum in 0.5fr, fr, 2fr, 3fr, 4fr, 5fr, 6fr, and 7fr as
the input vectors of SVM. There were 30 samples used to train
the SVM classifier and 50 samples for the test. Table 1 illus-
trates the result of the fault recognition with different methods.

a)

b)

Figure 8. Diagonal slice of Vector-bispectrum energy index.

Figure 9. Classification result of SVM after K-L transformation.

Table 1 suggests that the method of vector-bispectrum en-
ergy index obtains perfect results of recognition for the rub-
bing fault, and most normal samples are classified correctly.
In order to obtain the visual diagrams of classification, we
introduced Karhunen-Loeve transform to compress the eight-
dimensional input of SVM. Karhunen-Loeve transform is a
normalized orthogonal transformation, which can retain main
information of the original data. The test data contains 25 sam-
ples of the rubbing state and five samples of normal state, and
the classification results based on Karhunen-Loeve transform
are shown in Fig. 9. As indicated in Fig. 9, it is shown that that
all samples are classified correctly.

5. CONCLUSIONS

The rubbing rotor is a theoretically nonlinear system. The
vibration signals of the rotor are unstable when the quadratic
phase coupling happens. To solve this problem, we proposed a
novel energy index based on the vector-bispectrum method for
feature extraction of rubbing rotors. An experimental test was
conducted, where the rub-impact fault features were extracted
by the proposed method. The primary conclusions drawn from
the study are as follows:

1. The bispectrum can restrain the Gaussian noise and an-
alyze the components of the quadratic phase coupling in
the original signals. However, it is found that the bispec-
trum based feature extraction method does not have any
advantages for slight rubbing faults and its diagonal slice
may lose fault features.
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2. The vector-bispectrum inherits excellent properties of the
bispectrum and meanwhile is more comprehensive than
the bispectrum in reflecting the fault information due its
information combination of dual-channels. Like the bis-
pectrum, the vector- bispectrum has the probability of los-
ing part of subharmonic components in the slight rubbing
fault. The main reason is that the high frequency nonlin-
ear components in vibration signals are in the dominant
position, and the subharmonic components do not appear
in the resulting figures because they are concealed by high
frequency components.

3. The method of vector-bispectrum energy index proposed
in this paper is able to distinguish the normal rotor from
the rubbing rotor, and the diagonal slice of the vector-
bispectrum energy index contains more fault information
than the bispectrum to extract fault features from the full
annular rub-impact fault rotor. The results of this study in-
dicate that there are components of quadratic phase cou-
pling below the 2nd harmonic frequency during normal
operation of rotor. When the rub-impact fault occurs, the
components of the quadratic phase coupling will expend
to high frequency stages, and the components below the
4th harmonic frequency are in the dominant position.
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The purpose of this study is to recognize usual facade sound insulation problems that affect a construction’s acous-
tical quality by measuring the facade’s sound insulation. Thirteen different situations were evaluated through in
situ measurements in Curitiba, Brazil. By measuring buildings in different locations with constructive materials
and different designs, this research found that the performance of the majority of evaluated facades did not reach
the minimum proposed by both Brazilian and Portuguese standards. These results indicate that the sound insula-
tion quality in Brazilian buildings is low and is mainly due to constructive imperfections and the use of materials
with unfavorable acoustical properties.

1. INTRODUCTION

Recent studies have found that, like other Brazilian
metropolises, Curitiba is acoustically polluted.1–7The solution
to this environmental problem involves control by means of
technical, political, and educational actions. One of the main
tools available to ensure adequate sound pressure levels in-
side buildings is the sound insulation of their facades. Like
so many other branches of engineering, sound insulation de-
sign requires dedicated study to reach established goals and
to correct nonconforming situations by taking into account the
management of various resources (e.g. financial, time, labor,
materials, etc.).

Previous studies suggest builders were negligent with the
acoustical quality of Brazil’s building facades. Based on sta-
tistical surveys, Jobim claimed that the lack of acoustic com-
fort is a major source of dissatisfaction among home owners.8
According to Queiroz and Viveiros, the quality of sound in-
sulation of frontal facades in Brazil declined significantly be-
tween 1968 and 2005.9 All the homes assessed by Ferreira
and Zannin in Curitiba presented sound insulation values that
did not meet the German standard DIN 4.109 ”Schallschutz im
Hochbau”.10, 11

Thirteen different situations of facades were evaluated in
situ in Curitiba, state of Paraná, according to the parame-
ter of weighted standardized level difference — D2m,nT,w.
The results were compared with the Brazilian standard NBR
15.575 ”Edificações habitacionais Desempenho” and Portu-
gal’s Building Acoustics Regulations — RRAE ”Regulamento
de Requisitos Acústicos de Edificações”.12, 13 Gaps of approx-
imately 0.5 cm in length were left deliberately in three facades
in order to study their effect on the sound insulation of the
buildings.

2. METHODOLOGY

Sound insulation measurements were taken in thirteen sit-
uations at different building facades (e.g. apartments, homes
and classrooms) in various parts of Curitiba. Several situations
were addressed and took different building materials into ac-
count.

The measurements were taken according to the global
method described in the standard ISO 140-5 ”Acoustics Mea-
surement of sound insulation in buildings and of building el-

ements”.14 The loudspeaker and traffic noise methods were
used according to the most suitable one for each situation.
Internal sound sources (e.g. neighbors and household appli-
ances)were not considered, since measurements were taken in
quiet conditions. The measured parameter was the standard-
ized level difference D2m,nT , in the 100 to 3150 Hz frequency
range. Then, the procedure described in the standard ISO 717-
1 ”Acoustic Rating of sound insulation in buildings and of
building elements Part 1: Airborne sound insulation” was
used, which allowed the team to obtain a single value for sound
insulation performance (i.e. the weighted standardized level
difference), D2m,nT,w.15

This single value represents the result of the measurement
of acoustic parameters taken in octave or one-third octave fre-
quency bands. This value was used as the criterion to compare
the measured values and those established by Brazilian and
Portuguese standards (NBR 15.575 and RRAE, respectively).

The standardized level difference, D2m,nT , is given by:14

D2m,nT = L1,2m − L2 + 10log

(
T

To

)
; (1)

where:

D2m,nT – standardized level difference measured 2 m away
from the facade, dB;

L1,2m – external sound pressure level 2 m away from the fa-
cade, dB;

L2 – indoor average sound pressure level, dB;

T – indoor average reverberation time, s;

To – indoor reference reverberation time value, = 0,5 s, s.;

The parameters L1,2m and L2 were measured simultane-
ously by using two microphones, a dual channel adapter, and
a flat cable. This flat cable could be passed through an ele-
ment that separates the facade (door or window) even when it
was closed. This was necessary because if a cylindrical ca-
ble was used, a crack would have had to be left open in the
separating element, which would have impair the accuracy of
the measurement of the sound insulation, thus underestimating
its levels.14 All data was collected in the afternoon over the
course of several days and, although the equipment set up time
was long, each measurement lasted for only a few seconds.
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Figure 1. The measurement scheme.

Figure 2. Flat cable through a window.

Reverberation time, a parameter required for the calculation
of the weighted standardized level difference, was measured
as specified by ISO 354 ”Measurement of sound absorption
in a reverberation room”.16 This standard regulated all of the
procedures needed for the determination of this parameter by
the interrupted noise method.

All measurements were taken with Class 1 Brüel & Kjaer
equipment, which included microphones, cables, and a sound
analyzer. The microphones were externally calibrated with a
caliper before each measurement, as was recommended in the
user manual.17

2.1. Regulatory Aspects
The Brazilian standard NBR 15.575-4 provided meth-

ods and values for the performance of buildings in various
branches.12 With regard to acoustic performance, the Brazil-
ian standard NBR 15.575-4 presented a table containing the
minimum allowable values for the sound insulation of facades,
depending on the location of the home.

The RRAE (Portugal’s Building Acoustics Regulations) es-
tablished minimum values for the weighted standardized level
difference, which were reached according to the type and zon-
ing of buildings.13 The General Regulation on Noise (RGR)
was consulted to determine the zoning of each building. This
law established the zoning of urban areas according to land
use.18

Note that foreign standards had to be used to assess the
acoustic quality of buildings in Brazil, since the Brazilian stan-

Figure 3. Standardized level difference for facades 1, 2, 3, 5 and 7.

Figure 4. Standardized level difference for facades 4, 6 and 8.

dard NBR 15.575 covers only acoustic requirements for bed-
rooms. Brazil has no valid regulation on sound insulation
requirements for hospitals, classrooms, offices, churches, or
other types of buildings.

The Portuguese regulation was chosen because it uses the
same parameter of comparison for the sound insulation of fa-
cades as that of the NBR 15.575-4 standard — the weighted
standardized level difference, D2m,nT,w. According to both
the Brazilian and the Portuguese standards, this parameter es-
tablished minimum values for each case are shown in section
3.7.

3. RESULTS AND DISCUSSION

Table 1 shows the room types, location, and building as-
pects of the eight studied facades. Figures 3 and 4 show the
measured standardized level difference curve for all the sit-
uations presented in this study. Other measurement relevant
descriptions — measured values, photographs, and pertinent
comments — are given in the following sections. The global
loudspeaker method was used in Facades 1 to 7. Measurements
on Facade 8 were taken considering the road traffic noise (other
noise sources were negligible in the area) by using the global
traffic noise method.14
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Table 1. The facades aspects.

Facade Room type Location (neighborhood) Facade constitution Materials thickness

1 bedroom Cristo Rei
masonry walls - 11.68 m2 walls - 12.5 cm

plain glass sliding windows - 5.6 m2
plain glass - 6 mm

total - 17.28 m2

2 bedroom Cristo Rei
masonry walls - 6.89 m2 walls - 12.5 cm

plain glass sliding windows - 2.8 m2
plain glass - 6 mm

total - 9.69 m2

3 bedroom Uberaba
masonry walls - 5.07 m2 walls - 12.5 cm

plain glass / light metal shutter sliding door - 3.18 m2 plain glass - 6 mm
total - 8.25 m2 light metal shutter - 3 mm

4 living room Uberaba
masonry walls - 5.32 m2 walls - 12.5 cm

sliding glass door - 4.91 m 2
plain glass - 6 mm

total - 10.23 m2

5 classroom Jardim das Américas
masonry walls - 17.36 m2 walls - 25 cm

plain glass windows - 20.5 m2
plain glass - 8 mm

total - 37.86 m2

6 2nd floor bedroom Uberaba
masonry walls - 5.95 m2 walls - 12.5 cm

plain glass sliding door - 3.18 m2
plain glass - 6 mm

total - 9.13 m2

7 living room Uberaba

brick walls - 4.05 m2 brick walls - 12.5 cm
stained glass extending to the second floor 2.06 m2

wooden door - 3.2 cm
heavy wooden door 2.09 m2

total 8.20 m2 stained glass - 8 mm

8 6th floor bedroom Downtown
masonry walls - 8.22 m2 walls - 12.5 cm

double glazed acoustic window - 2.7 m2
two 4 mm thick glass layers

total - 10.92 m2

SOURCE: The authors (2013).

3.1. Facade 1
A value of 23 dB for the weighted standardized level dif-

ference was determined from this measurement, thus indicat-
ing that Facade 1 did not meet the minimum 25 dB require-
ment stipulated by the Brazilian standard NBR 15.575-4 for
this case.

Because the facade area was made of single-layered plain
glasses, the levels of sound insulation were decreased in the
500 to 1500 Hz frequency range approximately, when com-
pared to the shifted reference values curve utilized to calculate
the weighted standardized level difference.15, 19 In addition, the
sliding window did not have an appropriate sealing, leaving
gaps between the metal structures that sustained the glasses.
These constructive imperfections were caused due to the lack
of the window maintenance and to the use of non-standard ma-
terials.

3.2. Facade 2
The sliding windows of Facade 2 showed gaps between the

wooden window frames and the glass panes, as illustrated in
Fig. 5. This type of crack was quite common and often found
in Brazilian buildings. A value of 22 dB for the weighted stan-
dardized level difference was determined from this measure-
ment, thus indicating that Facade 2 does not meet the minimum
25 dB requirement stipulated by the Brazilian standard for this
case.

Facade 2 presented a poor sound insulation performance in
the higher frequencies when compared to the shifted reference
curve. The same behavior was found in Facades 4, 6, and 8,
in which openings of 0.5 cm were intentionally left, as shown
in section 3.4. This suggests that gaps of this magnitude affect
the facade sound insulation levels, especially in this frequency
range. The cracks found in Facade 2 were consequences of
the use of non-standardized materials, which had unfavorable
acoustic properties.

3.3. Facade 3
Facade 3 was evaluated in three different situations:

Figure 5. Gaps in the window frames of facade 2.
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Figure 6. Facade 3 in the three different situations.

Table 2. The measurements of facade 3.

Situation Dls,2m,nT,w [dB]
1 17
2 9
3 19

SOURCE: The authors (2013).

1. Situation 1 — Only the glass door closed (metal shutters
open);

2. Situation 2 — Only the metal shutters closed (glass door
open);

3. Situation 2 — Metal shutters and glass door both closed.

Fig. 6 illustrates the evaluated situations.
The results of the measurements of Facade 3 are listed in

Table 2.
As can be seen, Facade 3 does not meet the minimum 25 dB

requirement set by the Brazilian standard in any of the three
measured situations. The contribution of the metal shutters to
the sound insulation combined with that of the glass door is
2 dB for the weighted standardized level difference (from 17
to 19 dB).

Since there are no gaps in Facade 3, the results under the
minimum value established by the Brazilian Standard are due
to the use of materials with unfavorable acoustic properties,
such as light metals and a single layered plain glass door. Sim-
ilarly to Facade 1, Facade 3 presents low sound insulation lev-
els in the 500 to 1500 Hz frequency range approximately, when
compared to those found in the shifted reference values curve
described in ISO 717.15 These weak points were caused by
the use of single-layered plain glasses that have had a worse
performance than the 10 cm thick masonry walls.19

3.4. Facade 4, 6, 8
Facades 4, 6, and 8 were evaluated in two different situa-

tions:

1. Situation 1 — Glass door / window completely closed;

2. Situation 2 — Glass door / window open 0.5 cm; the
opening was left intentionally to simulate gaps in the or-
der of magnitude commonly found in Brazilian buildings.

Figure 7 illustrates Situations 1 and 2.
The values determined for the weighted standardized level

difference of Facades 4, 6, and 8 in Situations 1 and 2 are
shown in Table 3.

Facade 4 sound insulation levels are below the 28 dB min-
imum value recommended by Portuguese standards. The
Brazilian standard does not provide for sound insulation lev-
els for rooms other than bedrooms. There were difficulties on

Figure 7. Facade 4 sliding glass door closed, and with an 0.5 cm opening
situations 1 and 2.

opening and closing the door of this facade due to the fric-
tion between the lower part of the door and the metal sliding
guide. This constructive imperfection, which could also cre-
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Table 3. Depth of crack for different crack widths and aspect ratios.

Measured D2m,nT,w * Minimum D2m,nT,w Minimum D2m,nT,w

[dB] according to NBR 15.575-4 [dB] according to Portugal’s RRAE [dB]

Facade 4 (living room) Situation 1 26 not specified 28Situation 2 24

Facade 6 (bedroom) Situation 1 21 25 28Situation 2 18

Facade 8 (bedroom) Situation 1 30 30 33Situation 2 28
SOURCE: The authors (2013).

ate gaps, was explained by the low-quality workmanship and
a lack of maintenance. Additionally, the constructive material,
which was a single layered pain glass sliding door, did not of-
fer a high performance sound insulation, which explained the
results under the minimum established by the Portuguese stan-
dard.19

The values determined for the weighted standardized level
difference of Facade 6 were below the minimum values rec-
ommended by both the Brazilian and the Portuguese standards.
There were found no gaps during the measurements of this fa-
cade. The results under the minimum established by the stan-
dards were due to the use of materials with unfavorable acous-
tic properties, such as light metals and a single layered plain
glass door.

The value determined for the weighted standardized level
difference for Facade 8 in situation 1 was Dtr,2m,nT,w =
30 dB. Thus, this value lies within the permissible minimum
threshold according to the Brazilian standard, but did not at-
tend the Portuguese standard requirements. The double lay-
ered glass acoustic window showed a remarkably determin-
ing performance in this case. Without it (or with the window
open), the sensation of acoustic discomfort in the bedroom was
heightened due to the heavy vehicle traffic, disturbing simple
daily activities, such as sleeping or reading.

Since Facade 8 was from a bedroom located on the 6th floor
of an apartment building, the measurement of the L1,2m level
was taken with the external microphone attached to a fishing
rod suspended on the balcony of an adjoining room. The pro-
cedure, illustrated in Fig. 8, allowed the microphone to be held
2 m away from the facade.14, 20

In Table 3, Facades 4 and 8 present a decrease of 2 dB and
Facade 6 presents a decrease of 3 dB over the weighted stan-
dardized level difference between situations 1 and 2, when a
gap of 0.5 cm was left open deliberately. The test with the
open gap confirmed the effect perceived subjectively: the lack
of sealing in an element separating two environments deterio-
rates the quality of sound insulation between them.

In addition, it was noted that the gaps affected the standard-
ized level difference curve in a similar way for Facades 4, 6,
and 8. Sound insulation level curves suffered a significant de-
crease in high frequencies. Facade 4, for example, had a de-
crease of 5.4 dB in the 1600 Hz frequency band when com-
pared to Situations 1 and 2; Facade 6 had a 4.6 dB decrease
in the 1000 Hz frequency band; and Facade 8 had a 6.9 dB de-
crease in the 2500 Hz frequency band. The levels in frequen-
cies lower than 1000 Hz remained close in both Situations 1
and 2, as shown in Fig. 4.

3.5. Facade 5
Facade 5 was from classroom PG-06 located on the campus

of the Polytechnic Center of the Federal University of Paraná
UFPR. The measurement was taken while the classroom was
unoccupied. The measurements showed that Facade 5 provides
acoustic insulation of Dls,2m,nT,w = 28 dB, indicating that

Figure 8. Use of a fishing rod to support the microphone during the measure-
ments of facade 8 — external and internal views of the bedroom

classroom PG-06 was in compliance with the minimum accept-
able limit recommended by the Portuguese standard (Brazilian
standard cannot be used in this situation, since it covers exclu-
sively bedrooms).

Although there were found small gaps between the glass
panels, the classroom ha thick masonry walls (25 cm thick)
covered by a layer of a tile wall and thicker glasses than the
situations shown before. This combination warranted higher
sound insulation levels.

3.6. Facade 7
A weighted standardized level difference of

Dls,2m,nT,w = 29 dB was determined from this mea-
surement. Thus, Facade 7 fell within the acceptable limit of
28 dB recommended by the European standard.13, 18

The value of Dls,2m,nT,w = 29 dB is attributed to good in-
sulation presented by Facade 7. The stained glass panel was
sealed hermetically against the masonry walls. The wooden
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door has a rubber bottom door seal that pressed against the
floor of the foyer, providing water-tight acoustic and thermal
insulation. In fact, it was difficult to pass the flat cable through
the door to take this measurement. The door also had tetra key
locks, which mitigated the effects of loss of sound insulation,
since the two adjacent rooms were not exposed to direct open-
ings, such as ordinary door locks.

3.7. Table of Results
Table 4 lists the values of weighted standardized level differ-

ence measured in each situation and compares them to the val-
ues stipulated by the Brazilian and Portuguese standards NBR
15.575-4 and RRAE, respectively.

Considering all the measurements and analyzing the data
given in Table 4, one can see that the sound insulation of the fa-
cades of Brazilian buildings is not ideal. Approximately 77%
of the studied cases (10 out of 13) failed to meet the mini-
mum requirements established by the standards. The average
value of the measured weighted standardized level difference
was 22 dB, which is lower than the minimum stablished by
Portuguese and Brazilian standards for urban environments.

An analysis of the effects of the gaps left open intentionally
proves that they could be perceived subjectively (i.e. there is a
deterioration in the quality of sound insulation). Facades 4, 6,
and 8 showed sound insulation losses of 2 to 3 dB according
to the parameter D2m,nT,w, when openings were inserted. Fa-
cade 8, which was in compliance with NBR 15.575-4, became
noncompliant with the minimum value when the acoustic win-
dow was not completely closed. In addition, the gaps affected
more the sound insulation levels on high frequencies (1000 to
3150 Hz), rather than on low frequencies. This suggested that
sound insulation levels in this frequency range are especially
sensitive to gaps of 0.5 cm order of magnitude.

Differences were found between the Brazilian construction
model and that of developed countries. The latter used lighter
materials in large-scale construction of walls and ceilings, and
windows and doors that provide afford acoustic and thermal
insulation.21–23

This finding points to systemic problems in Brazilian civil
construction: the low quality of labor, the use of non-standard
materials, the use of materials with unfavorable acoustic prop-
erties, the lack of maintenance and the unfamiliarity about the
subject, which result in low quality buildings. Single lay-
ered glass windows are problematic for sound insulation, since
glasses present a lower performance than brick walls, espe-
cially in the 500 to 1500 Hz frequency range.19 While ma-
sonry walls were built by an almost artisanal process (brick by
brick), ensuring heavy buildings with high values of Rw, doors
and windows were the weak link in the acoustic insulation of
Brazilian buildings.23, 24

4. CONCLUSIONS
The problem of environmental noise that affects Curitiba

and other metropolises (not just in Brazil) has no single so-
lution, but requires joint measures by society, scientists, and
authorities. Noise emission levels must be reduced because
imission levels (i.e., those that reach the receivers) must also
be attenuated. In this context, the sound insulation of facades
is an important measure to control noise pollution particularly
in urban areas where traffic noise is responsible for environ-
mental damage that deteriorates the quality of life.

Thirteen facades of different buildings in Curitiba were eval-
uated to determine their levels of sound insulation. The results

of the measurements revealed that 77% of the analyzed facades
are noncompliant with the Brazilian and Portuguese standards.

Openings of approximately 0.5 cm were left intentionally in
two windows and a door to simulate the effect of gaps com-
monly found in Brazilian buildings. In the three situations,
there was a decrease of 2 to 3 dB in the value of the parame-
ter weighted standardized level difference — D2m,nT,w. The
gap’s effects on sound insulation levels in the 1000 to 3150 Hz
frequency range is more significant than in the 100 to 1000 Hz
frequency range.

The findings of this study are consistent with those of other
researchers: Brazil has a systemic problem in the acoustic
quality of its buildings. The main reasons are: imperfections in
the finishing due to a poorly qualified workforce, lack of stan-
dardization of materials, lack of maintenance, and negligence
or ignorance during the construction phase. Doors and win-
dows are the weak link in the sound insulation of most build-
ings in Brazil.

There is no single action solution for this verified low sound
insulation problem. The use of materials with higher acoustic
performance, the training of qualified workforce, continuous
maintenance, and the creation of awareness campaigns about
noise directed to population are suggested as mitigation actions
for this architectural and environmental issue.
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A novel dynamic feature extraction algorithm is proposed to help improve speech recognition robustness in noise
environmental conditions. Owing to the modulation spectrum having time-frequency agglomeration performance,
according to different reflections in the modulation spectrum for interference and speech signals, we first calculate
the Multiple Signal Classification (MUSIC) spectrum and then get the modulation spectrum. We then filter the
modulation spectrum signal. For the filter signal, use a 32 frames signal is used as a processing unit to get the
modulation spectrum energy vector. This reveals the close correlation between the speech signal frames and
can well reflect speech dynamic characteristics. Finally, the cepstrum coefficients are extracted as the feature
parameter. It not only adequately reflects speech dynamic characteristics, but also has lower sensitivity for the
speech environment. The effectiveness of the feature is discussed in view of the class separability and speaker
variability properties. We evaluated the feature under different kinds of noise (white noise, pink noise, street noise,
and panzer noise) and different signal-to-noise ratios (-5 dB, 0 dB, 5 dB, 10 dB, and 15 dB). The experimental
results show that the novel feature has good robustness and computational efficiency under low signal-to-noise
ratios and plays a very good foreshadowing role in latter speech research.

NOMENCLATURE

MFCC: Mel Frequency Cepstral Coefficient
MUSIC: Modulation Spectrum; Multiple Signal

Classification
LPC: Linear Prediction Coefficients
LSP: Linear Spectrum Pair
FFT: Fast Fourier Transform
LDA: Linear Discriminant Analysis
DM: Determinant Measure
HMM: Hidden Markov Model
BPNN: Back-Propagation Neural Networks
SNR: Signal-to-Noise Ratio

1. INTRODUCTION

Research on the robustness of speech recognition was still a
challenging task, especially in the development of core speech
processing algorithms. One example was feature extraction
from speech signals. Namely, extracting features that could
reflect speech characteristics from the speech waveforms. It
not only could reduce the number of calculations and stor-
age, but could also filter out useless and redundant informa-
tion and was one of the most fundamental and important as-
pects of speech recognition. Some time domain features, such
as amplitude feature, short-time frame average energy, short-
time frame zero crossing rate, short-time autocorrelation coef-
ficient, et cetera appeared. With the development of recogni-
tion technology, we found that the stability and separating ca-
pacity for the time domain features were not good, so we began

using the frequency domain feature as a speech feature, such as
pitch period, formant frequency, linear prediction coefficients
(LPC), linear spectrum pair (LSP), cepstrum coefficient, and
so on. Among them, the MFCC, which was based on the audi-
tory model, was a widely-applied feature at present. However,
once these features were used in the noise environment, their
performance droped sharply.1–4

The features mentioned above reflect the static feature of
speech signal, while a dynamic feature was part of speech di-
versity, which was different from a stationary random process.
It had time correlation, and revealed the close relationship be-
tween speech signal (pre and post). We could get the dynamic
feature by differential parameters and acceleration parameters
for the static feature. However, differential parameters and ac-
celeration parameters could not fully dig out dynamic infor-
mation. Therefore, studying the dynamic feature of the speech
signal was an inevitable trend to improve the performance of
speech recognition.

Estimating the time-varying spectrum was a key first step
in the speech feature extraction.5–10 MFCC was computed
by applying a Mel-scaled filter bank either to the short-time
Fast Fourier Transform (FFT) magnitude spectrum or to the
short-term LPC-based spectrum. However, both FFT and LPC-
based spectrum were very sensitive to noise contamination.
Eigenvector-based methods, such as MUSIC, were popular in
sinusoidal frequency estimation due to their high resolution
and less prior information. Moreover, MUSIC algorithm had
well noise restraining ability. We adopted the MUSIC spec-
trum instead of the traditional method.
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Owing to the modulation spectrum having time-frequency
agglomeration performance, it not only adequately reflected
speech dynamic characteristics, but also had lower sensitivity
for the speech environment. In the modulation spectrum, the
interference component produced by additive noise and chan-
nel distortion eased to separate from speech signal. Which is
why we used modulation spectrum technology in this study to
extract feature, which will be better.

2. ALGORITHM DESCRIPTION

2.1. MUSIC Algorithm
According to matrix theory, linear space v1,v2 . . .vN ,

could decompose into a direct sum of two subspaces V1 and
V2, that is:11–13

V1 = [v1,v2, . . .vp] ; (1)

V2 = [vp+1,vp+2, . . .vN ] ; (2)

then:
V = [V1 V2] . (3)

For the signal consisting of p sinusoidal components,
the complex amplitudes and frequencies were gk, ωk, k =

1, 2, . . . p respectively, then the signal could be expressed as:

X = Sg + W; (4)

where W was white noise with a zero mean and a variance
σ2, XT = [X1,X2, . . .XN ], S = [e(ω1), e(ω2), . . . e(ωp)],
eT (ωk) =

[
1, ejωk , . . . ej(N−1)ωk

]
, gT = [g1, g2, . . . gp],

WT = [w1, w2, . . . wN ].
The autocorrelation matrix for signal Xn, n = 1, 2, . . . N

can be shown as:

RXX = E
[
XXH

]
= SGSH + σ2I; (5)

where G was the autocorrelation matrix with p sinusoidal com-
ponents.

According to the matrix theory, eigenvalue decomposition
for Eq. (5) was:

RXX = VΛVH =

N∑
i=1

λiviv
H
i ; (6)

where V = [v1,v2, . . .vN ], Λ = diag [λ1, λ2, . . . λN ].
MUSIC algorithm was a noise subspace frequency estima-

tor; the weighted spectrum estimation is as follows:

P (ω) =

N∑
i=p+1

uk
∣∣eH(ω)vi

∣∣2 ; (7)

where vi, i = p + 1, p + 2, . . . N was the eigenvector cor-
responding to noise subspace and uk was a group of posi-
tive weights, eH =

[
1, ejω, . . . ej(N−1)ω

]
. Notice here, when

ω = ωi, P (ωi) = 0, i = 1, 2, . . . p, the reciprocal of P (ω)
was the peak function in the frequency domain. This provided

a method for sinusoidal component frequency estimation. So
the power spectrum function was as follows:

PMUSIC(ω) =
1

N∑
i=p+1

|eH(ω)vi|2
. (8)

According to the process of the MUSIC algorithm, we
could see that the mathematical principle of this algorithm was
through singular value decomposition for the signal autocor-
relation matrix. The signal eigenspace was decomposed into
signal subspace relative to the signal component and noise sub-
space orthogonal to the signal component, and then estimated
signal frequencies using the orthogonality of the two spaces.
So, in theory, this method had the advantages that FFT could
not substitute. Therefore, it was called the super-resolution
frequency estimation algorithm.

2.2. Modulation Spectrum Principle

The definition of speech modulation spectrum is as follows:

M(ω, η) =

1

2π

∞∫
−∞

∞∫
−∞

x(t+
τ

2
)x∗(t− τ

2
)e−jωτe−jητdτdt =

X∗(ω − η

2
)X(ω +

η

2
); (9)

where τ is delay time, ω and η are speech frequency and mod-
ulation spectrum respectively.
M(ω, η) could be considered as the two dimensional trans-

form of the autocorrelation function x(t) or as the autocorre-
lation function for X(ω). However, there was also some un-
wanted coherent term. So we had to smooth process on the
modulation spectrum M(ω, η) via short window. We usually
choose a Hamming window as the window function. After
smoothing, the modulation spectrum is as follows:

Msp(ω, η) =MW (ω, η) ∗Mx(ω, η); (10)

whereMW (ω, η) is the modulation spectrum for window func-
tion W (t).

Figure 1 and Fig. 2 show the improvements of clean speech
recognition rate and noise speech recognition rate on different
modulation spectrum frequency bands respectively.14–16

The figures, from the first section to the thirteenth section
express the frequency in the range of 0–0.5 Hz, 0.5–1 Hz, 1–
1.4 Hz, 1.4–2 Hz, 2–2.8 Hz, 2.8–4 Hz, 4–5.7 Hz, 5.7–8 Hz, 8–
11.3 Hz, 11.3–16 Hz, 16–22.6 Hz, 22.6–32 Hz, and 32–40 Hz
respectively.

From Figs. 1 and 2, we can see that almost all the useful
features for speech recognition were concentrated on 1–13 Hz.
Among them, the characteristics around 4 Hz were the most
important. We could also see that all of the modulation com-
ponents were useful in a clean speech environment, but in a
noise speech environment, the modulation components under
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Figure 1. The improvement of recognition accuracy by including the modula-
tion frequency for clean speech.

Figure 2. The improvement of recognition accuracy by including the modula-
tion frequency for noise speech.

0.5 Hz and over 16 Hz did not affect the recognition rate; if we
had used them, the recognition rate would have decreased.

According to the characteristics of the modulation spectrum,
we designed a band-pass filter to suppress interfering compo-
nents with passband of 1–13 Hz. The transfer function was as
follows:

H(z) = 0.1z4
2 + z−1 + z−3 − 2z−4

1− 0.98z−1
. (11)

The frequency response is shown in Fig. 3.

3. DF-MMS FEATURE EXTRACTION

The new feature was called DF-MMS. Figure 4 shows a
schematic diagram of the DF-MMS.

We assumed that x(n) denoted an input speech signal the
proposed DF-MMS algorithm could be summarized as fol-
lows:

Step 1: Speech signal x(n) underwent a series of prepro-
cessing, which included preemphasis, frame, window intercep-
tion and endpoint detection.

Figure 3. The frequency response for filter.

Figure 4. A schematic diagram of the DF-MMS.

Step 2: Calculated the MUSIC spectrum using Eq. (8).

PMUSIC(ω) =
1

N∑
i=p+1

|eH(ω)vi|2
. (12)

Step 3: Let speech MUSIC spectrum at the time t be
PMUSIC(t, ω), then the modulation spectrum will be:

Msp(ω, η) =

∫
PMUSIC(t, ω)W (t)e−jηtdt. (13)

The filter of Eq. (11) was then used to suppress interfering
components for the modulation spectrum and get the signal
spectrum F (ω, η).

Step 4: For the molulation spectrum filtering signal F (ω, η),
32 frames signal was used as a processing unit to get a F ×
32 matrix. The sum of squares of the same row data were
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then calculated. We could get a vector, that is, the modulation
spectrum energy vector t(i), 0 ≤ i ≤ F , F was frame size.

Step 5: Calculated the Log for the front F/2 + 1 features.

u(i) = log(t(i)), i = 0, 1, . . . F/2. (14)

Step 6: Took the DCT.

c[n] = cos[n · (i+ 0.5) · π

F/2 + 1
] ∗ u(i); (15)

where i = 0, 1, . . . F/2, 1 ≤ n ≤ L; L was the desired order
of DF-MMS.

4. EXPERIMENT AND RESULT ANALYSIS

4.1. Class Separability and Interspeaker
Variability

The effectiveness of a feature extraction scheme depended
mainly on how well separated the different speech classes and
suppress speaker dependent information were. We described a
measure based on the linear discriminant analysis (LDA) tech-
nique in order to analyze class separability and interspeaker
variability .

4.1.1. Class separability analysis

Class separability could be measured by using Fishers
LDA.17 The class mean mc and global mean m were com-
puted as:

mc =
1

Nc

Nc∑
i=1

xc,i; (16)

m =
1

N

C∑
c=1

Nc∑
i=1

xc,i; (17)

where xc,i, c = 1, 2, . . . C, i = 1, 2, . . . Nc wasD dimensional
feature vectors for speech class c. N =

∑C
c=1 stood for the

total sample numbers.
The within-class scatter matrices SW and the between-class

scatter matrices SB were computed as:

SW =
1

N

C∑
c=1

Nc∑
i=1

(xc,i −mc)(xc,i −mc)
Txc,i; (18)

SB =
1

N

C∑
c=1

Nc(mc −m)(mc −m)T . (19)

We considered a linear projection of the feature vectors onto
a d dimensional subspace, where d � D. The projection
matrix A was chosen so that the projected feature vectors be-
longed to one class. This was achieved by computing a projec-
tion that maximized the objective function of the ratio between
the within-class variance and the between-class variance in the
projected space:

A = argmax
L

∣∣LSBLT
∣∣

|LSWLT |
. (20)

The columns of A were the eigenvectors corresponding to the
largest eigenvalues of S−1W SB . The optimum value of objective
function was the product of the d largest eigenvalues. We used
the logarithm of product as the Determinant Measure (DM):

DM = log

(
d∏
i=1

λi

)
. (21)

We used the Hidden Markov Model (HMM) stated as the
speech classes. For all the features, we generated D =

96 dimensional feature vectors by splicing eight consecutive
frames. These feature vectors were then projected onto a
d = 30-dimensional subspace using LDA. The DM values for
DF-MMS and differential parameter for MFCC were −70.42
and −83.06 respectively. The results indicated that DF-MMS
achieved the best class separability among all schemes consid-
ered.

4.1.2. Interspeaker variability analysis

We used a simple modification of the LDA method to evalu-
ate the robustness of speaker variability.17 The following equa-
tion was used to define the mean of class c for speaker s:

mc,s =
1

Nc,s

Nc,s∑
i=1

xc,s,i; (22)

where xc,s,i, c = 1, 2, . . . C, s = 1, 2, . . . S, i = 1, 2, . . . Nc,s
was D dimensional feature vector for speech class c and
speaker s. Let Mc denote the total number of speakers that
had samples in class c, Nc,s 6= 0. For the large databases,
all the speakers had samples from all classes. Hence, Mc will
equal to S. We can now compute the class means as:

mc =
1

Mc

∑
s

mc,s. (23)

The global mean for the entire database was computed as:

m =
1

M

C∑
c=1

Mcmc; (24)

where M was the total number of such means.

The between-class SB and the within-class SW scatter ma-
trices were computed as:

SW =
1

M

C∑
c=1

∑
s

(mc,s −m)(mc,s −m)T ; (25)

SB =
1

M

C∑
c=1

Mc(mc −m)(mc −m)T . (26)

Using the above expressions for SB and SW , the DM val-
ues for DF-MMS and differential parameter for MFCC were
−63.85 and −80.94 respectively. The results indicated that
DF-MMS had the largest DM.
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4.2. Recognition Efficiency
Some experiments were conducted to evaluate the proposed

feature for speech recognition system performance. They
could be considered in two aspects: recognition rate and com-
putational consideration. The recognition rate was evaluated
under different noises (white noise, pink noise, street noise,
and panzer noise) and different SNR (-5 dB, 0 dB, 5 dB, 10 dB,
and 15 dB). The data was recorded at 11.025 kHz sampling rate
and coded into 256 sampling points with a frame shift of 80
sampling points, where each frame was represented by a 13 di-
mension vector. We used improved Back-Propagation Neural
Networks (BPNN) as the classifier and binary coding output to
improve the real-time performance.18

The noisy speech data was derived by adding noisy data into
the clean speech signal. Because the noise could be divided
into additive noise and multiplicative noise, the multiplicative
noise could be transformed to additive noise through homo-
morphic transform. Therefore, discussing additive noise had
representative. In this paper, we used global SNR as follows:

SNR = 10 log

N−1∑
k=0

s2(k)

N−1∑
k=0

n2(k)

; (27)

where s(k) was the clean speech signal through the endpoint
detector, and was n(k) was the noisy speech signal.

Figures 5(a)–(d) show the recognition performance curves
of using DF-MMS and differential parameter for MFCC under
white noise, pink noise, street noise, and panzer noise respec-
tively.

From Figs. 5(a)–(d), we can see that the feature DF-MMS
improved the recognition rate and robust performance com-
pared with a differential parameter for MFCC under low SNR.
This was because we used MUSIC spectrum and the modula-
tion spectrum. In particular, the use of the modulation spec-
trum not only reflected speech dynamic characteristics, but
also had lower sensitivity for the speech environment. And
we used a 32 frames signal as a processing unit to get the mod-
ulation spectrum energy vector, which revealed the close cor-
relation between the speech signal frames could well reflect
speech dynamic characteristics.

5. CONCLUSIONS

In this paper, we proposed a robust speech feature extraction
method based on MUSIC and the modulation spectrum. The
results show that significant advances have been achieved in
this area. Although feature DF-MMS can be seen to be modest
increase over the differential parameter for MFCC, it compen-
sates for the loss in the search and its kernel algorithm has been
used in the voice controlled system of a company.
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Murat Lüy completed his PhD at Krkkale University and his undergraduate studies in the
Department of Electrical and Electronics Engineering at Seluk University. He is an assistant
professor in the Department of Electrical and Electronics Engineering at Krkkale University,
where he has been a faculty member since 2009. His research interests include renewable
energy sources, power plants, and artificial neural networks. In recent years, he has focused
on pitch control in wind turbine and wind forecasts. He has taught on electronics, digital
electronics, basic computer science, and interior installation and illumination project. In his
spare time, he enjoys watching football and taking nature trips. For additional information see
http://www.muratluy.com.

M. Husnu Dirikolu completed his PhD degree at the University of Leeds and his under-
graduate studies at Middle East Technical University. He is a professor in the Department
of Mechanical Engineering at Istanbul University, where he has been a faculty member since
2011. completed his Ph.D. at the University of Leeds and his undergraduate studies at Middle
East Technical University. His research interests lie in the area of engineering materials and
manufacturing, ranging from theory to design to implementation, with a focus on improving
machine quality. In recent years, he has focused on structural weight reduction using poly-
meric composites. He has collaborated actively with researchers in several other disciplines of
medicine and dentistry. He has taught on engineering materials, smart materials, and deforma-
tion and failure of materials. In his spare time, he enjoys good food, watching live football,
and hiking.For additional information see http://aves.istanbul.edu.tr/dirikolumh/.

Gazi Mustafa Zorlu completed his undergraduate and graduate studies at Krkkale University.
He is currently pursuing his PhD degree at Gazi University. His PhD thesis is titled “Elimi-
nation and Modelling of Delamination Problems Encountered During Machining of Fiber —
Reinforced Polimer Composite Materials.” He has been working as a mechanical engineer in
Turkish State Railway (TCDD) since 2010. In his spare time, he enjoys watching live football,
swimming, traveling, fitness, and body building.

354 International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016



About the Authors

Emrah Kurt received a BS in mechanical engineering from stanbul University in 2007 and MS
in mechanical engineering from Erciyes University in 2012. He still works for Afsin-Elbistan
Thermal Reactor as a mechanical engineer at Kahramanmaras, Turkey.

Hamdi Taplak received a BS in mechanical engineering from Erciyes University in 1993, MS
in mechanical engineering from Erciyes University in 1996, and a PhD in mechanical engineer-
ing from Erciyes University in 2002. He is currently an associate professor in the Department
of Mechanical Engineering at Erciyes University in Kayseri, Turkey. His research interests
include predictive maintenance, rotordynamics, dynamics of machinery, and mechanical vi-
bration.

Mehmet Parlak received a BS in mechanical engineering from Erciyes University in 2008,
MS degree in mechatronic engineering from Erciyes University in 2010 on topic about com-
puter aided modelling the rotors and dynamic analysis of them. He worked for Siterm Heat
Systems about one year. He has been working on a PhD at Erciyes University as a research
assistant in Kayseri, Turkey. His research interests include rotordynamics, dynamics of me-
chanical systems, and biomechanics.

Sachin S. Harak completed his Graduation in mechanical engineering and Post-Graduation in
design engineering from the University of Pune, Pune. He completed his doctoral studies from
the Indian Institute of Technology Roorkee and is currently working as an associate professor
in the Department of Mechanical Engineering at Late G. N. Sapkal College of Engineering
Nashik. His research interests include vibration and control. He has completed a number of
research and consultancy projects under the guidance of S. P. Harsha and Satish C. Sharma.

Satish C. Sharma completed his graduation, post-graduation, and doctoral studies from the
University of Roorkee, now Indian Institute of Technology Roorkee. He currently works as a
professor in the Mechanical and Industrial Engineering Department (MIED) at IIT Roorkee.
He is also the Indian Railway Chair Professor (Vehicle Dynamics) and Coordinator for the
Centre for Railway Engineering at IIT Roorkee. His research areas include machine design,
tribology, hydrodynamic/hydrostatic lubrication, andCoriolis mass flow measuring techniques.
He has guided more than 15 research scholars and published more than 100 research papers
in peer review journals. He has also completed numerous research and consultancy projects
funded by the Government of India.

International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016 355



About the Authors

S. P. Harsha completed his graduation in mechanical engineering & post Graduation in ther-
mal engineering from MBM Engineering College in Jodhpur and his PhD from BITS, Pilani.
He currently works as an associate professor in the Mechanical and Industrial Engineering De-
partment (MIED) at IIT Roorkee. He previously worked as a post-doctoral research fellow for
a NASA/ONR sponsored project in Philadelphia, USA for one and half years. He also served
as an assistant professor in the Mechanical Department at BITS, Pilani. His research areas
include vibration and control, nonlinear dynamics and chaos, fault diagnosis and prognosis of
high speed machinery, CNT and BNNT based mass sensors, and human vibration. He has
published more than 100 research papers in peer reviewed journals and has guided more than
15 research scholars. He has also completed many research and consultancy projects funded
by the Government of India.

Ali Belhocine received his master’s degree in mechanical engineering in 2006 from Mascara
University in Mascara, Algeria. Afterwards, he was a PhD student at the University of Sci-
ence and the Technology of Oran (USTO Oran) in Algeria. He recently obtained his PhD in
mechanical engineering at the same university. His research interests include automotive brak-
ing systems, finite element method (FEM), ANSYS simulation, CFD Analysis, heat transfer,
thermal-structural analysis, tribology, and contact mechanic.

Nouby Mahdy Ghazaly is an assistant professor in the Department of Mechanical Engineer-
ing at South Valley University, Egypt. He received his BS and MS from the Department of
Automotive and Tractor Engineering at Minia University, Egypt in 1999 and 2003, respec-
tively. He obtained his PhD from AU-FRG Institute for CAD/CAM, Faculty of Mechanical
engineering from Anna University, India in 2011. He has published a book and more than 50
research papers in refereed journals and international conferences in the areas of vehicle dy-
namics, noise and vibrations and ComputerAidedDesign. He is a member of Editorial Board
and a Reviewer of several international journals and conferences. He is currently serving as a
consulting engineer of ATALON for testing and consulting engineers in India since 2010.

Luyun Chen was born in September 1975. He received his PhD in design and manufacture
of naval architecture and ocean structure from Shanghai Jiaotong University in 2008. He is
currently a lecturer in the State Key Laboratory of Ocean Engineering of Shanghai Jiaotong
University. His current research includes structure vibration control and structural-acoustic op-
timization. He is the corresponding author of this article, and his email is cluyun@sjtu.edu.cn.

356 International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016



About the Authors

Yong Liu was born in March 1981. He received his PhD in design and manufacture of naval
architecture and ocean structure from Shanghai Jiaotong University in 2014. He is currently an
engineer in China Ship Scientific Research Center, Shanghai branch. His current research in-
cludes ship and offshore structure fatigue reliability analysis, vibration, and acoustic radiation.
His email is flydark@126.com.

Seyedeh Elnaz Naghibi was born in 1987 in Tehran, Iran. She received her BS in solid
mechanics in 2009 and her MS in applied design in 2011, both from the School of Mechanical
Engineering at Shiraz University, Shiraz, Iran. She is currently working toward her PhD in
applied design in Sharif University of Technology, Tehran, Iran, and since April 2014, she
has been a visiting research associate at Queen Mary, University of London, United Kingdom,
investigating the interactions of the earth’s Chandler wobble and large-scale oceanic currents
through modification and numerical validation of a semi-analytical approach devised in her
PhD thesis. Mrs. Naghibi was awarded the POGO-SCOR visiting fellowship for her current
visit in 2014.

Mojtaba Mahzoon was born in 1960 in Shiraz, Iran. He received his BS in mechanical engi-
neering from Abadan Institute of Technology, Abadan, Iran, in 1973 and his PhD from the Uni-
versity of California at Berkeley, Berkeley, California, United States, in 1984. He is currently
an associate professor in the School of Mechanical Engineering, Shiraz University, Shiraz,
Iran. His research interests include dynamic modelling, vibrations and control of mechanical
systems using advanced continuum mechanics and mathematics. Dr. Mahzoon has more than
41 published journal papers and 24 national and international conference papers and has su-
pervised over 53 students in their MS and PhD research during his 30 years of being a faculty
member in Shiraz University and Isfahan University of Technology.

Andrew J. Hull received his BS in 1983, MS in 1985, and PhD in 1990, all in mechanical engi-
neering from Michigan State University, East Lansing, Michigan, USA. He currently works as
a mechanical engineer at the Undersea Warfare Weapons, Vehicles and Defensive Systems De-
partment at the Naval Undersea Warfare Center in Newport, Rhode Island, USA. His research
interests are in the areas of mechanical vibrations, acoustics, and boundary value problems.
He is a member of the International Institute of Acoustics and Vibrations and a fellow of the
Acoustical Society of America.

Geoffrey R. Moss holds a BS (2006) and MS (2009) in mechanical engineering from the
University of Massachusetts at Amherst. He also holds an MS (2016) in engineering acoustics
from the Naval Postgraduate School in Monterey, CA. He currently serves as the Science
Advisor to the Commander of Submarine Forces, Pacific Fleet at Pearl Harbor, HI. In addition
to his duties as the senior scientific and technical advisor on staff, his research interests include
forced vibration problems and numerical approaches to acoustic-structural interaction. He is a
member of the Acoustical Society of America.

International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016 357



About the Authors

S. Ahmad Fazelzadeh received his BS and MS degrees in Mechanical Engineering from Shi-
raz University and Sharif University of Technology in 1992 and 1994, respectively. He re-
ceived his PhD degrees in Aerospace Engineering from the Sharif University of Technology in
2002. Dr. Fazelzadeh is currently a professor at the School of Mechanical Engineering, Shiraz
University. His research interests focus on aeroelasticity, smart materials and

Amir Hossein Ghasemi obtained a MS from the Department of Mechanical Engineering at
Shiraz University and BS from the faculty of Engineering at Sistan & Balouchestan University
(USB). His master’s work dealt with the analysis of flutter of aeroelastic aircraft wings. His
present research interests lie in high tonnage centrifugal cooled-water chillers and engineering
survey in which he has acquired expertise while working with Ofogh Consultant Engineering
(OCE) Company.

Abbas Mazidi received his PhD degree in mechanical engineering from the Shiraz University
in 2011. Presently, he is an assistant professor in the Mechanical Engineering Department of
the Yazd University. His research interests include aeroelasticity, dynamics of flexible struc-
tures, and dynamical systems.

Zhang Chao received his BS and MS in mechanical engineering from North China Electric
Power University in Baoding City, China in 2000 and 2003 respectively. He received his PhD
in thermal engineering from North China Electric Power University in Baoding, China in 2009.
He is currently a lecturer in the Department of Mechanical Engineering at North China Electric
Power University. His main research interest is rotary machine condition monitoring and fault
diagnosis.

358 International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016



About the Authors

Marcus Vinı́cius Manfrin de Oliveira Filho earned his BS in mechanical engineering from
the Federal University of Paran inUFPR, Brazil in 2011. He earned his MS in hydric resources
and environmental engineering with a concentration in environmental engineering from the
same university in 2014 under the guidance of Professor Paulo Zannin, PhD. He is an assistant
professor at Positivo University in Paran, Brazil and a PhD student in mechanical engineering
with a concentration in solids and vibration at the Federal University of Paran under the guid-
ance of Professor Carlos Bavastri, PhD. He is the author of three scientific articles in the field
of environmental noise and architectural acoustics, all which have been published in interna-
tional journals. He has also published two book chapters in the area of acoustics and noise
mapping.

Paulo Henrique Trombetta Zannin earned his BS in mechanical engineering from the Fed-
eral University of Santa Catarina inUFSC, Brazil in 1985 and his MS in mechanical engineer-
ing with a concentration in acoustics and vibrations from the same university in 1991 under
the guidance of Professor Samir N. Y. Gerges, PhD. He earned his PhD from the Technische
Universitt Berlin — Institut fr Technische Akustik, Germany in 1996, under the guidance of
Dr. Manfred Heckl. He is a professor at the Federal University of Paran, Brazil and the Co-
ordinator of the Laboratory of Environmental and Industrial Acoustics and Acoustic Comfort.
He is the editor of two books: Noise and Ergonomics in the Workplace and Noise Pollution
in Urban and Industrial Environments — Measurements and Noise Mapping, as well as the
author of 90 scientific articles. He has also published 17 book chapters in the area of acoustics.
Dr. Zannin has supervised 27 master’s theses and six doctoral theses. He is a member of the
European Acoustic Association (EEA) and of the German Acoustical Society (DEGA). He is
also a level 1“B” researcher ofNational Council for Scientific and Technological Development
(CNPq), a branch of Brazil’s Ministry of Science and Technology.

Han Zhiyan was born in Chifeng, which is in inner Mongolia, on March 1982. She graduated
from in 2009 Northeastern University with a PhD , and is currently an associate professor at
Bohai University. Her research interests mainly include speech signal processing, emotion
recognition, and fault diagnosis. She has published papers in International Journal of Circuits,
Systems and ComputersInternational Journal of Modelling, Identification and ControlChinese
Journal of ElectronicsJournal of Northeastern UniversityComputer Science, and many more.

Wang Jian was born in Dalian of Liaoning Province on February 1982. He graduated in
2015 from Northeastern University with a PhD and is currently an associate professor at Bo-
hai University. His research interests mainly include signal processing, fault diagnosis, and
fuzzy control theory. He has published papers in IEEE Transactions on Automation Science
and Engineering,International Journal of Circuits, Systems and Computers,Control and Deci-
sion,Journal of Northeastern University and many more.

International Journal of Acoustics and Vibration, Vol. 21, No. 3, 2016 359


	Introduction
	Rotor BVI Noise Prediction
	Rotor Aeroelastic Modeling
	Linearized Blade Torsion Dynamic Response

	Rotor Aerodynamic Solver
	Rotor Noise Radiation

	Control Procedure for BVI Noise Alleviation
	Definition of the Control Approach
	Optimal Control Algorithm
	Efficient ATR Control Synthesis

	Numerical Results
	Preliminary Analysis
	Noise Control of Only-Torsion Blades Rotor
	Noise Control with Complete Rotor Aeroelastic Response

	Conclusions
	REFERENCES
	Introduction
	THE FINITE ELEMENT METHOD OF COUPLED STRUCTURAL-ACOUSTICSYSTEM
	The Finite Element Equation of the Coupled Structural-Acoustic System
	The Finite Element Method for Frequency Response Analysis for the Coupled Structural-Acoustic System with Random Parameters

	STOCHASTIC RELIABILITY-BASED OPTIMIZATION METHOD
	Model of Stochastic Reliability-Based Optimization
	The Mean Value First Order and Second Moment (MVFOSM) Reliability Method

	SAFETY FACTOR METHOD BASED ON RELIABILITY
	THE IMPLEMENTATION METHOD OF THE STRUCTURAL-ACOUSTIC OPTIMIZATION
	NUMERICAL EXAMPLE
	Deterministic Optimization of the Structural-Acoustic System
	Optimization When the Variation Coefficient of Random Variables Is 0.02
	Optimization When the Variation Coefficient of Random Variables Is 0.05

	Optimization when the variation coefficient of random variables is 0.1
	CONCLUSIONS
	REFERENCES
	Introduction
	THE FIRST-ORDER APPROXIMATION COUPLING MODEL
	ACTIVE CONTROL DESIGN
	Linearisation of the FOAC Model
	Controller Design

	PARAMETER IDENTIFICATION OF THE SYSTEM
	Description for OKID Technique
	Eigensystem Realization Algorithm (ERA)

	NUMERICAL SIMULATIONS
	CONCLUSIONS
	REFERENCES
	Introduction
	MATERIAL PROPERTIES
	NUMERICAL MODELLING
	EXPERIMENTS
	RESULTS AND DISCUSSION
	REFERENCES
	Introduction
	THEORY
	Determining the Physical and Mathematical Model of the System

	EXPERIMENTAL STUDY
	Exhaust Fan System
	The information about fans used on experiment
	Technical features of the fan

	Measurements and Analysis on the Fan
	The first measurement


	RESULTS AND DISCUSSION
	Results
	Discussion

	REFERENCES
	Introduction
	MODAL ANALYSIS USING FINITE ELEMENT APPROACH
	Model For Modal Analysis
	Draft pad
	Draft gear

	Mode Shapes and Frequencies of Draft Pad and Draft Gear

	THE EFFECT OF CRACKS ON MODAL FREQUENCIES
	Mathematical Model of Draft Pad
	Modelling a Crack in 3D CAD Model of Draft Pad

	Results and Discussion
	Effect of Crack Aspect Ratio on Modal Frequency
	The Effect of Crack Width on Modal Frequency

	Conclusions
	REFERENCES
	Introduction
	FINITE ELEMENT MODEL
	VALIDATION OF THE FE MODEL
	CONTACT ANALYSIS
	PARAMETRIC STUDIES
	Influence of Rotor Young's Modulus
	Influence of Friction Material Young's Modulus
	Influence of Anchor Bracket Young's Modulus
	Influence of Back Plate Young's Modulus
	Influence of Caliper Young's Modulus
	Influence of Steering Knuckle Young's Modulus
	Influence of Wheel Hub Young's Modulus

	CONCLUSIONS
	REFERENCES
	Introduction
	PRESTRESS MODEL
	Prestress Model in Local Areas
	Prestress Equation

	MOTION EQUATIONS OF CYLINDRICAL SHELLS
	Free Vibration Formulations of Cylindrical Shells
	Strain-displacement Equation of Cylindrical Shells
	The Stress-Strain Equation of the Cylindrical Shell
	Governing Formulation of the Cylindrical Shell

	SOLUTION OF MOTION EQUATION
	Structure Discretization
	Motion Function of the Cylindrical Shell

	ACOUSTIC RADIATION FUNCTION
	NUMERICAL RESULTS AND DISCUSSION
	Model Description
	Structure Prestress
	Vibration of the Cylindrical Shell
	Acoustic Radiation of the Cylindrical Shell
	Acoustic Directivity Analysis

	CONCLUSIONS
	REFERENCES
	Introduction
	METHOD
	RESULTS
	CONCLUSIONS
	REFERENCES
	Introduction
	SYSTEM MODEL AND DECOUPLED SOLUTION
	MODEL VERIFICATION AND CONVERGENCE CRITERIA
	EXAMPLE PROBLEM USING AN INCIDENT PLANE WAVE LOAD
	CONCLUSIONS
	REFERENCES
	Introduction
	GOVERNING EQUATIONS
	SOLUTION METHODOLOGY
	RESULTS
	Non-Maneuver Aircraft
	Rolling Maneuver Aircraft

	CONCLUSIONS
	REFERENCES
	Introduction
	PRINCIPLE OF VECTOR-SPECTRUM
	FEATURE EXTRACTION BASED ON VECTOR-BISPECTRUM ENERGY
	VECTOR-BISPECTRUM ENERGY INDEX BASED TEST
	CONCLUSIONS
	REFERENCES
	Introduction
	METHODOLOGY
	Regulatory Aspects

	RESULTS AND DISCUSSION
	Facade 1
	Facade 2
	Facade 3
	Facade 4, 6, 8
	Facade 5
	Facade 7
	Table of Results

	CONCLUSIONS
	REFERENCES
	Introduction
	ALGORITHM DESCRIPTION
	MUSIC Algorithm
	Modulation Spectrum Principle

	DF-MMS FEATURE EXTRACTION
	EXPERIMENT AND RESULT ANALYSIS
	Class Separability and Interspeaker Variability
	Class separability analysis
	Interspeaker variability analysis

	Recognition Efficiency

	CONCLUSIONS
	REFERENCES

